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Preface

From May 28 to June 1, 2007, a seminar on “Information Visualization – Human-
Centered Issues in Visual Representation, Interaction, and Evaluation” (�07221)
took place at the International Conference and Research Center for Computer
Science, Dagstuhl Castle, Germany. The center was initiated by the German
government to promote informatics research at an international level. It seeks
to foster dialog among the computer science research community, advance aca-
demic education and professional development, and transfer knowledge between
academia and industry.

The primary feature of Dagstuhl is its series of week-long seminars on var-
ious topics in computer science. Dagstuhl seminars are frequently described as
being the most productive academic events that the participant researchers have
ever experienced. The informal and friendly atmosphere fostered at the center
promotes personal interaction between the guests. Traditionally, there is no set
program followed at Dagstuhl seminars. Instead, the pace and the procedure are
determined by the presentations offered during the seminar and the discussion
results. Further general information about Dagstuhl seminars can be found on
the Dagstuhl Castle webpage1.

Information visualization (InfoVis) is a relatively new research area, which
focuses on the use of visualization techniques to help people understand and
analyze data. While related fields such as scientific visualization involve the pre-
sentation of data that has some physical or geometric correspondence, informa-
tion visualization centers on abstract information without such correspondences,
i.e., information that cannot be mapped into the physical world in most cases.
Examples of such abstract data are symbolic, tabular, networked, hierarchical,
or textual information sources. The ever increasing amount of data generated
or made available every day amplifies the urgent need for InfoVis tools. To give
visualization a firm fundament, InfoVis combines several aspects of different re-
search areas, such as scientific visualization, human-computer interaction, data
mining, information design, cognitive psychology, visual perception, cartography,
graph drawing, and computer graphics.

One main goal of our seminar on information visualization was to bring
together researchers and practitioners from the above-mentioned research areas
as well as from application areas, such as bioinformatics, finance, the geosciences,
software engineering, and telecommunications. Several international conferences
include information visualization topics, each with a slightly different high-level
objective. Another goal of the Dagstuhl seminar was to consolidate these diverse
areas in one joint meeting. The seminar allowed critical reflection on actual
research efforts, the state of the field, evaluation challenges, and future directions.
A detailed report on participation, program, and discussions was published in
the journal Information Visualization, published by Palgrave Macmillan Ltd.
(6(3):189-196, 2007).

1 http://www.dagstuhl.de/en/about-dagstuhl/
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This book is the outcome of Dagstuhl Seminar �07221. It documents and
extends the findings and discussions of the various sessions in detail. During the
last day of the seminar, the most important topics for publication were identified
and assigned to those interested. The resulting author groups worked together
to write papers on the chosen topics. In the following, we briefly present the
different papers.

Book Structure

Paper 1 “The Value of Information Visualization”, provides a discussion of
issues surrounding the utility and benefits of InfoVis. The paper identifies
why communicating the value of InfoVis is more difficult than in many other
areas, and it provides a number of arguments and examples that help to
illustrate InfoVis’ value.

Paper 2 “Evaluating Information Visualizations”, discusses the challenges as-
sociated with the evaluation of InfoVis tools and approaches. Different types
of evaluation are described as well as the advantages and disadvantages of
different empirical methodologies.

Paper 3 “Theoretical Foundations of Information Visualization”, addresses an
important issue: InfoVis, being related to many other diverse disciplines, suf-
fers from not being based on a clear underlying theory. Drawing on theories
within associated disciplines, three different approaches to theoretical foun-
dations of information visualization are presented: data-centric predictive
theory, information theory, and scientific modeling.

Paper 4 “Teaching Information Visualization”, presents the results of a survey
about InfoVis-related courses that was distributed to the Dagstuhl atten-
dees during the seminar. It also summarizes the discussions about teaching
held by the attendees during a special session on that topic. The paper in-
cludes the perspectives of three seminar participants in relation to their own
InfoVis-related teaching experiences.

Paper 5 “Creation and Collaboration: Engaging New Audiences for Informa-
tion Visualization”, discusses creation and collaboration tools for interactive
visualization. The paper characterizes the increasingly diverse audience for
visualization technology, and it formulates a design space for new creative
and collaborative tools to support these users.

Paper 6 “Process and Pitfalls in Writing Information Visualization Research
Papers”, identifies a set of pitfalls and problems that recur in many InfoVis-
related papers, using a chronological model of the research process. The
aim of this paper is to help authors avoid these pitfalls and write better
papers. Reviewers might also find these pitfalls interesting to consider when
evaluating the merits of a paper.

Paper 7 “Visual Analytics: Definition, Process, and Challenges”, describes the
related and growing field of visual analytics. The paper explains the perceived
difference between visual analytics and InfoVis, and it identifies the technical
challenges faced by visual analytics researchers. The paper concludes by
describing a number of visual analytics applications.
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Abstract. Researchers and users of Information Visualization are con-
vinced that it has value. This value can easily be communicated to others
in a face-to-face setting, such that this value is experienced in practice.
To convince broader audiences, and also, to understand the intrinsic
qualities of visualization is more difficult, however. In this paper we con-
sider information visualization from different points of view, and gather
arguments to explain the value of our field.

1 Problems and Challenges

This paper provides a discussion of issues surrounding the value of Information
Visualization (InfoVis). The very existence of the paper should alert the reader
that challenges do exist in both recognizing and communicating the field’s value.
After all, if the value would be clear and undisputed, there would be no need
to write the paper! Unfortunately, the current situation is far from that. By its
very focus and purpose, InfoVis is a discipline that makes the recognition of
value extremely difficult, a point that will be expanded below.

Why is showing value important? Well, today’s research environment places
great importance on evaluation involving quantifiable metrics that can be as-
sessed and judged with clarity and accuracy. Organizations sponsoring research
and corporations that serve to benefit from it want to know that the monetary
investments they make are being well-spent. Researchers are being challenged

A. Kerren et al. (Eds.): Information Visualization, LNCS 4950, pp. 1–18, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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to show that their inventions are measurably better than the existing state of
the art.

In broad analytic fields, of which we include InfoVis as a member, the exis-
tence of a ground truth for a problem can greatly facilitate evaluations of value.
For instance, consider the field of computer vision and algorithms for identifying
objects from scenes. It is very easy to create a library of images upon which new
algorithms can be tested. From that, one can measure how well each algorithm
performs and compare results precisely. The TREC [29] and MUC [3] Contests
are examples of this type of evaluation.

Even with a human in the loop, certain fields lend themselves very well to
quantifiable evaluations. Consider systems that support search for particular
documents or facts. Even though different people will perform differently using
a system, researchers can run repeated search trials and measure how often a
person is able to find the target and how long the search took. Averaged over a
large number of human participants, this task yields quantifiable results that can
be measured and communicated quite easily. People or organizations then using
the technology can make well-informed judgments about the value of new tools.

So why is identifying the value of InfoVis so difficult? To help answer that
question, let us turn to what is probably the most accepted definition of InfoVis,
one that comes from Card, Mackinlay, and Shneiderman and that actually is
their definition for “visualization.” They describe visualization as “the use of
computer-supported, interactive visual representations of data to amplify cog-
nition.” [2] The last three words of their definition communicate the ultimate
purpose of visualization, to amplify cognition. So, returning to our discussion
above, is the amplification of cognition something with a ground truth that is
easily and precisely measurable? Clearly it is not and so results the key challenge
in communicating the value of InfoVis.

Further examining the use and purpose of InfoVis helps understand why
communicating its value is so difficult. InfoVis systems are best applied for ex-
ploratory tasks, ones that involve browsing a large information space. Frequently,
the person using the InfoVis system may not have a specific goal or question in
mind. Instead, the person simply may be examining the data to learn more about
it, to make new discoveries, or to gain insight about it. The exploratory process
itself may influence the questions and tasks that arise.

Conversely, one might argue that when a person does have a specific question
to be answered, InfoVis systems are often not the best tools to use. Instead, the
person may formulate his or her question into a query that can be dispatched
to a database or to a search engine that is likely to provide the answer to that
precise question quickly and accurately.

InfoVis systems, on the other hand, appear to be most useful when a person
simply does not know what questions to ask about the data or when the person
wants to ask better, more meaningful questions. InfoVis systems help people to
rapidly narrow in from a large space and find parts of the data to study more
carefully.

Unfortunately, however, activities like exploration, browsing, gaining insight,
and asking better questions are not ones that are easily amenable to establishing
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and measuring a ground truth. This realization is at the core of all the issues
involved in communicating the value of InfoVis. By its very nature, by its very
purpose, InfoVis presents fundamental challenges for identifying and measuring
value. For instance, how does one measure insight? How does one quantify the
benefits of an InfoVis system used for exploring an information space to gain a
broad understanding of it? For these reasons and others, InfoVis is fundamentally
challenging to evaluate [17].

If we accept that InfoVis may be most valuable as an exploratory aid, then
identifying situations where browsing is useful can help to determine scenarios
most likely to illustrate InfoVis’ value. Lin [11] describes a number of conditions
in which browsing is useful:

– When there is a good underlying structure so that items close to one another
can be inferred to be similar

– When users are unfamiliar with a collection’s contents
– When users have limited understanding of how a system is organized and

prefer a less cognitively loaded method of exploration
– When users have difficulty verbalizing the underlying information need
– When information is easier to recognize than describe

These conditions serve as good criteria for determining situations in which the
value of InfoVis may be most evident.

1.1 Epistemological Issues

Natural sciences are about understanding how nature works. Mathematics is
about truth and systems of verifiable inferences. Human sciences are about un-
derstanding Man in various perspectives. Information Visualization is about de-
veloping insights from collected data, not about understanding a specific domain.
Its object is unique and therefore raises interest and skepticism.

Science has focused on producing results: the goal was essentially the creation
and validation of new theories compatible with collected facts. The importance
of the process — coined as the Method — was raised by the development of
epistemology in the 20th century, in particular with the work of Karl R. Popper
(1902–1994) [18]. It showed that the Method was paramount to the activity of
science.

Karl Popper has explained that a scientific theory cannot be proved true, it
can only be falsified. Therefore, a scientific domain searches for theories that are
as compatible as possible with empirical facts. The good theories are the ones
that have been selected by domain experts among a set of competing theories
in regard of the facts that they should describe. Popper considers science as a
Darwinian selection process among competing theories.

Still, no other scientific domain has argued that generating insights was im-
portant for science. Popper does not explain how a new theory emerges; he only
explains how it is selected when it emerges. Furthermore, Popper has demon-
strated in an article called “The Problem of Induction” that new theories cannot
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rationally emerge from empirical data: it is impossible to justify a law by obser-
vation or experiment, since it ’transcends experience’.

Information Visualization is still an inductive method in the sense that it is
meant at generating new insights and ideas that are the seeds of theories, but
it does it by using human perception as a very fast filter: if vision perceives
some pattern, there might be a pattern in the data that reveals a structure.
Drilling down allows the same perception system to confirm or infirm the pattern
very quickly. Therefore, information visualization is meant at “speeding up” the
process of filtering among competing theories regarding collected data by relying
on the speed of the perception system. Therefore, it plays a special role in the
sciences as an insight generating method. It is not only compatible with Popper’s
epistemology system but it furthermore provides a mechanism for accelerating
its otherwise painful Darwinian selection process.

1.2 Moving Forward

It is clear that InfoVis researchers and practitioners face an important challenge
in communicating the value of InfoVis. In the remainder of the paper we explore
this challenge more deeply and we provide several answers to the questions “How
and why is InfoVis useful?”. Since there are several audiences to convince, we
present a number of different sections that are each facets of argumentation to
explain why InfoVis is useful and effective as a mean of understanding complex
datasets and developing insights. The contents of the sections are gathered from
practitioners who already attested that the arguments developed were convinc-
ing. We hope they will be useful to you as well.

2 Cognitive and Perceptual Arguments

Several famous historical figures have argued that the eye was the main sense to
help us understand nature.

The eye. . .
the window of the soul,
is the principal means
by which the central sense
can most completely and
abundantly appreciate
the infinite works of nature.

Leonardo da Vinci (1452 – 1519)

Leonardo’s words are inspirational and they are echoed in everyday expressions
that we are all familiar with such as, “Seeing is believing” and “A picture is worth
a thousand words.” Is there actual support for these sentiments, however?

Let us first consider the case of the phrase, “A picture is worth a thousand
words.” While people may agree or disagree with the sentiments behind that
cliché, specific examples can help support the claim. Consider, for instance, the
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(a) A thousand words (b) A picture

Fig. 1. “A picture is worth a thousand words”

example shown in Figure 1. Part (a) shows a spreadsheet with data for the 50
states and the District of Columbia in the U.S. Also shown are the percentage
of citizens of each state with a college degree and the per capita income of the
states’ citizens.

Given just the spreadsheet, answering a question such as, “Which state has
the highest average income?” is not too difficult. A simple scan of the income
column likely will produce the correct answer in a few seconds. More complex
questions can be quite challenging given just the data, however. For example,
are the college degree percentage and income correlated? If they are correlated,
are there particular states that are outliers to the correlation? These questions
are much more difficult to answer using only the spreadsheet.

Now, let us turn to a graphical visualization of the data. If we simply draw
the data in a scatterplot as shown in part (b), the questions now become much
easier to answer. Specifically, there does appear to be an overall correlation
between the two attributes and states such as Nevada and Utah are outliers on
the correlation. The simple act of plotting the spreadsheet data in this more
meaningfully communicative form makes these kinds of analytic queries easier
to answer correctly and more rapidly.

Note that the spreadsheet itself is a visual representation of the data that
facilitates queries as well. Consider how difficult the three questions would be if
the data for each state was recorded on a separate piece of paper or webpage.
Or worse yet, what if the data values were read to you and you had to answer
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the questions? In this case, already challenging questions become practically
impossible.

2.1 Cognitive Benefits

While the states example illustrates that visualizations can help people under-
stand data better, how do visuals facilitate this process? The core of the benefits
provided by visuals seems to hinge upon their acting as a frame of reference or
as a temporary storage area for human cognitive processes. Visuals augment hu-
man memory to provide a larger working set for thinking and analysis and thus
become external cognition aids. Consider the process of multiplying two long in-
tegers in your head versus then having a pencil and paper available. The visual
representations of the numbers on paper acts as a memory aid while performing
the series of multiplication operations.

Performing a multiplication requires the processing of symbolic data, which
is arguably different than the processing of visual features and shapes. In “Ab-
stract Planning and Perceptual Chunks: Elements of Expertise in Geometry” [8],
Koedinger and Anderson show that experts in geometry effectively use their vi-
sion to infer geometrical properties (parallelism, connectivity, relative positions)
on diagrams; they solve simple problems quickly and accurately, several of mag-
nitude faster than if they had to apply symbolic inference rules.

Larkin and Simon, in their landmark paper “Why a diagram is (sometimes)
worth 10,000 words” [10], discuss how graphical visualization can support more
efficient task performance by allowing substitution of rapid perceptual inferences
for difficult logical inferences and by reducing the search for information required
for task completion. They do note that text can be better than graphics for
certain tasks, however.

Don Norman provides many illustrative examples where visuals can greatly
assist task performance and efficiency [15]. He argues that it is vital to match the
representation used in a visualization to the task it is addressing. The examples
he cites show how judicious visuals can aid information access and computation.

Earlier, we noted how the definition of visualization from Card, Mackinlay
and Shneiderman [2] focused on the use of visuals to “amplify cognition.” Fol-
lowing that definition, the authors listed a number of key ways that the visuals
can amplify cognition:
– Increasing memory and processing resources available
– Reducing search for information
– Enhancing the recognition of patterns
– Enabling perceptual inference operations
– Using perceptual attention mechanisms for monitoring
– Encoding info in a manipulable medium

2.2 Perceptual Support

Most lectures on Information Visualization argue about theoretical properties of
the visual system or more broadly to the perception abilities of humans. Rational
arguments rely on information theory [21] and psychological findings.
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According to Information Theory, vision is the sense that has the largest
bandwidth: 100 Mb/s [30]. Audition only has around 100 b/s. In that respect,
the visual canal is the best suited to carrying information to the brain.

According to Ware [30], there are two main psychological theories that explain
how vision can be used effectively to perceive features and shapes. At the low
level, Preattentive processing theory [23] explains what visual features can be
effectively processed. At a higher cognitive level, the Gestalt theory [9] describes
some principles used by our brain to understand an image.

Preattentive processing theory explains that some visual features can be per-
ceived very rapidly and accurately by our low-level visual system. For example,
when looking at the group of blue circles in Figure 2, it takes no time and no
effort to see the red circle in the middle. It would be as easy and fast to see that
there is no red circle, or to evaluate the relative quantity of red and blue cir-
cles. Color is one type of feature that can be processed preattentively, but only
for some tasks and within some limits. For example, if there were more than
seven colors used in Figure 2, answering the question could not be done with
preattentive processing and would require sequential scanning, a much longer
process.

Fig. 2. Example of preattentively processed task: finding if there is a red circle among
the blue circles

There is a long list of visual features that can be preattentively processed for
some tasks, including line orientation, line length or width, closure, curvature,
color and many more. Information visualization relies on this theory to choose
the visual encoding used to display data to allow the most interesting visual
queries to be done preattentively.

Gestalt theory explains important principles followed by the visual system
when it tries to understand an image. According to Ware [30], it is based on the
following principles:
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Proximity Things that are close together are perceptually grouped together;
Similarity Similar elements tend to be grouped together;
Continuity Visual elements that are smoothly connected or continuous tend

to be grouped;
Symmetry Two symmetrically arranged visual elements are more likely to be

perceived as a whole;
Closure A closed contour tends to be seen as an object;
Relative Size Smaller components of a pattern tend to be perceived as objects

whereas large ones as a background.

Information Visualization experts design visual representations that try to follow
these principles. For example, graph layout algorithms such as [14] designed to
find communities in social networks adhere to the proximity principle by placing
nodes that are connected to a dense group close together and push away nodes
that are connected to another dense group. The Treemap algorithm [5] uses the
closure principle to layout a tree: children of a node are placed inside their parent
node.

3 Success Stories

Information Visualization is much easier to explain using demonstrations than
words. However, to be understood, the data used should be familiar to the au-
dience and interesting. Preparing demonstrations targeted at all the possible
audiences is not possible but there are some datasets that interest most audi-
ences and greatly help make the point. Several striking static examples can be
found in Tufte’s books [24,25,26].

To better explain the value of visualization, demonstrations should start using
a simple question, show that a good representation answers the question at once
and then argue about additional benefits, i.e. questions the users did not knew
they had. From the users perspective, a good representation will confirm what
they already know, let them answer at once the question asked and show them
several insights, leading to the so-called “a-ha” moments when they feel like they
understand the dataset.

3.1 Striking Examples

Static examples used by most InfoVis courses include the map of Napoleon’s
1812 March on Moscow drawn in 1869 by M. Minard (Figure 3) and the map of
London in 1854 overlaid with marks positioning cholera victims that led John
Snow to discovering the origin of the epidemic: infected water extracted with a
water pump at the center of the marks (Figure 4).

In general, good examples show known facts (although sometimes forgotten)
and reveal several unexpected insights at once. Minard’s map can help answer the
question: “What were the casualties of Napoleon’s Russian invasion in 1812?”.
The map reveals at once the magnitude of casualties (from 400,000 to 10,000
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Fig. 3. Napoleon’s March on Moscow depicted by M. Minard [12]. Width indicates the
number of soldiers. Temperature during the retreat is presented below the map. Image
courtesy of École Nationale des Ponts et Chaussées.

soldiers) as well as the devastating effect of crossing the Berezina river (50,000
soldiers before, 25,000 after). The depiction confirms that Napoleon lost the
invasion (a well known fact) and reveals many other facts, such as the continuous
death rate due to disease and the “scorched earth” tactics of Russia instead of
specific death tolls of large battles.

John Snow’s map was made to answer the question: “What is the origin of the
London cholera epidemics?”. Contrary to the previous map, the answer requires
some thinking. Black rectangles indicate location of deaths. At the center of the
infected zone lies a water pump that John Snow found to be responsible for the
infection. Once again, choosing the right representation was essential for finding
the answer. As a side-effect, the map reveals the magnitude of the epidemic.

Figure 1 answers the question: “Is there a relationship between income and
college degree?” by showing a scatter plot of income by degree for each US state.
The answer is the obvious: yes, but there is much more. There seems to be a
linear correlation between them and some outliers such as Nevada (likely due to
Las Vegas) and Utah do exist, raising new unexpected questions.

Information Visualization couples interaction and visual representation so its
power is better demonstrated interactively. The simplest demonstration suited
to the largest audience is probably the Dynamic HomeFinder5 [32] . It shows the
map of the Washington D.C. area overlaid with all the homes for sale (Figure 5).
Dynamic queries implemented by sliders and check-boxes interactively filter-out
homes that do not fit specific criteria such as cost or number of bedrooms.

Using the interactive controls, it becomes easy to find homes with the desired
attributes or understand how attributes’ constraints should be relaxed to find
some matching homes. Unexpectedly, the Dynamic HomeFinder also reveals the

5 http://www.cs.umd.edu/hcil/pubs/dq-home.zip

http://www.cs.umd.edu/hcil/pubs/dq-home.zip
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Fig. 4. Illustration of John Snow’s deduction that a cholera epidemic was caused by a
bad water pump, circa 1854 [4]. Black rectangles indicate location of deaths.

unpopular neighborhoods around Washington D.C. since they are places where
the homes are cheaper, and the wealthy ones where the houses are more expen-
sive.

Many more examples can be found to demonstrate that InfoVis is effective.
The Map of the Market6, represented by a squarified treemap, is interesting
for people holding stocks or interested by economic matters. InfoZoom video
on the analysis of Formula 1 results7 is interesting for car racing amateurs.
The video8 comparing two large biological classification trees is interesting to
some biologists. The Baby Name Wizard’s NameVoyager9 is useful for persons
searching a name for their baby to come and a large number of other persons as
witnessed by [31].

With the advent of Social InfoVis through web sites such as Swivel10 or IBM’s
Many-Eyes11, more examples can be found to convince specific audiences. Still,
the process of explaining how InfoVis works remains the same: ask a question
that interests people, show the right representation, let the audience understand
the representation, answer the question and realize how many more unexpected
findings and questions arise.

6 http://www.smartmoney.com/marketmap/
7 http://www.infozoom.com/enu/infozoom/video.htm
8 http://www.fit.fraunhofer.de/~cici/InfoVis2003/StandardForm/Flash/

InfoZoomTrees.html
9 http://babynamewizard.com/namevoyager/

10 http://www.swivel.com
11 http://www.many-eyes.com

http://www.smartmoney.com/marketmap/
http://www.infozoom.com/enu/infozoom/video.htm
http://www.fit.fraunhofer.de/~cici/InfoVis2003/StandardForm/Flash/InfoZoomTrees.html
http://www.fit.fraunhofer.de/~cici/InfoVis2003/StandardForm/Flash/InfoZoomTrees.html
http://babynamewizard.com/namevoyager/
http://www.swivel.com
http://www.many-eyes.com
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Fig. 5. Dynamic HomeFinder showing the Washington D.C. area with homes available
for sale and controls to filter them according to several criterion.

3.2 Testimonials

One effective line of argumentation about the value of InfoVis is through re-
porting the success of projects that used InfoVis techniques. These stories exist
but have not been advertised in general scientific publications until recently
[20,16,13]. One problem with trying to report on the success of a project is that
visualization is rarely the only method used to reach the success. For example,
in biological research, the insights gained by an InfoVis system can lead to an
important discovery that is difficult to attribute mainly to the visualization since
it also required months of experimentation to verify the theory formulated from
the insights. In fact, most good human-computer interaction systems allow users
to forget about the system and focus on their task only, which is probably one
reason why success stories are not so common in the InfoVis literature.

Besides these stories that are empirical evidence of the utility of information
visualization, there are strong theoretical arguments to how and why information
visualization works.

4 Information Visualization vs. Automatic Analysis

Several scientific domains are concerned by understanding complex data. Statis-
tics is the oldest, but Data Mining — a subfield of Artificial Intelligence — is
also concerned with automatically understanding the structure of data. There-
fore, InfoVis practitioners frequently need to explain what InfoVis can do that
statistics and data mining cannot.
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4.1 Statistics

Statistics is a well grounded field but is composed of several subfields such
as descriptive statistics, classical statistics (also called confirmatory statistics),
Bayesian statistics and Exploratory Data Analysis. Information Visualization
is sometimes considered as a descendant and expansion of Exploratory Data
Analysis.

The differences between these subfields are the methods and the nature of
the answer they seek. All of them start with a problem and gathered data that is
related to the problem to solve. Classical analysis starts by designing a model of
the data, then uses mathematical analysis to test whether the model is refuted
or not by the data to conclude positively or negatively. The main challenge for
classical statistics is to find a model.

Exploratory Data Analysis performs an analysis using visual methods to
acquire insights of what the data looks like, usually to find a model. It uses
visual exploration methods to get the insights.

So why is visualization useful before the modeling? Because, there are cases
when we have no clear idea on the nature of the data and have no model.

To show why visualization can help finding a model, Anscombe in [1] has
designed four datasets that exhibit the same statistical profile but are quite dif-
ferent in shape, as shown in Figure 6. They have the following characteristics12:

– mean of the x values = 9.0
– mean of the y values = 7.5
– equation of the least-squared regression line is: y = 3 + 0.5x
– sums of squared errors (about the mean) = 110.0
– regression sums of squared errors (variance accounted for by x) = 27.5
– residual sums of squared errors (about the regression line) = 13.75
– correlation coefficient = 0.82
– coefficient of determination = 0.67.

Visualization is much more effective at showing the differences between these
datasets than statistics. Although the datasets are synthetic, Anscombe’s Quar-
tet demonstrates that looking at the shape of the data is sometimes better than
relying on statistical characterizations alone.

4.2 Data Mining

More than statistics, the goal of data mining is to automatically find interesting
facts in large datasets. It is thus legitimate to wonder whether data mining, as a
competitor of InfoVis, can overcome and replace the visual capacity of humans.

This question has been addressed by Spence and Garrison in [22] where
they describe a simple plot called the Hertzsprung Russell Diagram (Figure 7a).
It represents the temperature of stars on the X axis and their magnitude on
the Y axis. Asking a person to summarize the diagram produces Figure 7b. It
12 See http://astro.swarthmore.edu/astro121/anscombe.html for details

http://astro.swarthmore.edu/astro121/anscombe.html


The Value of Information Visualization 13

I II III IV

x y x y x y x y

10.0 8.04 10.0 9.14 10.0 7.46 8.0 6.58
8.0 6.95 8.0 8.14 8.0 6.77 8.0 5.76

13.0 7.58 13.0 8.74 13.0 12.74 8.0 7.71
9.0 8.81 9.0 8.77 9.0 7.11 8.0 8.84

11.0 8.33 11.0 9.26 11.0 7.81 8.0 8.47
14.0 9.96 14.0 8.10 14.0 8.84 8.0 7.04
6.0 7.24 6.0 6.13 6.0 6.08 8.0 5.25
4.0 4.26 4.0 3.10 4.0 5.39 19.0 12.50

12.0 10.84 12.0 9.13 12.0 8.15 8.0 5.56
7.0 4.82 7.0 7.26 7.0 6.42 8.0 7.91
5.0 5.68 5.0 4.74 5.0 5.73 8.0 6.89

(a) Four datasets with different values and
the same statistical profile

(b) Dot Plot of the four datasets

Fig. 6. Anscombe’s Quartet

(a) Hertzsprung Russell Diagram (b) Standard interpretation of the
Hertzsprung Russell Diagram

Fig. 7. Hertzsprung Russell Diagram and its standard interpretation

turns out that no automatic analysis method has been able to find the same
summarization, due to the noise and artifacts on the data such as the vertical
bands.

Our vision system has evolved with the human specie to help us survive
in a hostile world. We train it to avoid obstacles since we learn how to walk.
It remains remarkably effective at filtering-out noise from useful data, a very
important capability for hunters in deep forests to distinguish the prey moving
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behind leaves. We have relied on it and trained it to survive for millennia and it
still surpasses automatic data mining methods to spot interesting patterns. Data
mining still needs to improve to match these pattern matching capabilities.

4.3 Automating or Not?

Is there a competition between confirmatory, automated and exploratory meth-
ods? No, they answer different questions. When a model is known in advance or
expected, using statistics is the right method. When a dataset becomes too large
to be visualized directly, automating some analysis is required. When exploring
a dataset in search of insights, information visualization should be used, possibly
in conjunction with data mining techniques if the dataset is too large.

Furthermore, combining data mining with visualization is the central issue of
Visual Analytics, described by the paper Visual Analytics: Definition, Process,
and Challenges in this book [6].

5 An Economical Model of Value

One important question is how to assess the value of visualization, ranging from
the evaluation of one specific use-case to the discipline in general. If we know
how to do this, then this might lead to an assessment of the current status as
well as the identification of success factors. An attempt was given by Van Wijk
[27] and is summarized here. After a short overview of his model, we discuss how
this model can be applied for InfoVis.

Visualization can be considered as a technology, a collection of methods,
techniques, and tools developed and applied to satisfy a need. Hence, standard
technological measures apply: Visualization has to be effective and efficient. To
measure these, an economic point of view is adopted. Instead of trying to un-
derstand why visualization works (see previous sections), here visualization is
considered from the outside, and an attempt is made to measure its profit. The
profit of visualization is defined as the difference between the value of the increase
in knowledge and the costs made to obtain this insight. Obviously, in practice
these are hard to quantify, but it is illuminating to attempt so. A schematic
model is considered: One visualization method V is used by n users to visual-
ize a data set m times each, where each session takes k explorative steps. The
value of an increase in knowledge (or insight) has to be judged by the user.
Users can be satisfied intrinsically by new knowledge, as an enrichment of their
understanding of the world. A more pragmatic and operational point of view
is to consider if the new knowledge influences decisions, leads to actions, and,
hopefully, improves the quality of these. The overall gain now is nm(W (∆K)),
where W (∆K)) represents the value of the increase in knowledge.

Concerning the costs for the use of (a specific) visualization V , these can
be split into various factors. Initial research and development costs Ci have to
be made; a user has to make initial costs Cu, because he has to spend time to
select and acquire V , and understand how to use it; per session initial costs Cs
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have to be made, such as conversion of the data; and finally during a session a
user makes costs Ce, because he has to spend time to watch and understand the
visualization, and interactively explore the data set. The overall profit now is

F = nm(W (∆K) − Cs − kCe) − Ci − nCu.

In other words, this leads to the obvious insight that a great visualization method
is used by many people, who use it routinely to obtain highly valuable knowledge,
while having to spend little time and money on hardware, software, and effort.
And also, no alternatives that are more cost-effective should be available.

In the original paper a number of examples of more or less successful visual-
ization methods are given, viewed in terms of this model. One InfoVis application
was considered: SequoiaView, a tool to visualize the contents of a hard disk, us-
ing cushion treemaps [28]. The popularity of this tool can be explained from
the concrete and useful insights obtained, as well as the low costs in all respects
associated with its application.

When we consider InfoVis in general, we can also come to positive conclu-
sions for almost all parameters, and hence predict a bright future for our field.
The number of potential users is very large. Data in the form of tables, hier-
archies, and networks is ubiquitous, as well as the need to get insight in these.
This holds for professional applications, but also for private use at home. Many
people have a need to get an overview of their email, financial transfers, media
collections, and to search in external data bases, for instance to find a house,
vacation destination, or another product that meets their needs. Methods and
techniques from InfoVis, in the form of separate tools or integrated in custom
applications, can be highly effective here to provide such overviews. Also, many
of these activities will be repeated regularly, hence both n and m are high. The
growing field of Casual InfoVis [19] further illustrates how InfoVis techniques
are becoming more common in people’s everyday lives.

The costs Ce that have to be made to understand visualizations depend on
the prior experience of the users as well as the complexity of the imagery shown.
On the positive side, the use of graphics to show data is highly familiar, and
bar-charts, pie-charts, and other forms of business graphics are ubiquitous. On
the other hand, one should not overestimate familiarity. The scatterplot seems
to be at the boundary: Considered as trivial in the InfoVis community, but too
hard to understand (if the horizontal axis does not represent time) by a lay-
audience, according to Matthew Ericson, deputy graphics director of the New
York Times in his keynote presentation at IEEE InfoVis 2007. Visual literacy is
an area where more work can be done, but on the other hand, InfoVis does have
a strong edge compared to non-visual methods here. And, there are examples of
areas where complex visual coding has been a great success, with the invention
of the script as prime example.

The costs Cs per session and Cu per user can be reduced by tight integration
with applications. The average user will not be interested in producing visual-
izations, her focus will be on solving her own problem, where visualization is one
of the means to this end. Separate InfoVis tools are useful for specialists, which
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use them on a day-to-day basis. For many other users, integration within their
favourite tool is much more effective. An example of an environment that offers
such a tight integration is the ubiquitous spreadsheet, where storage, manipu-
lation, and presentation of data are offered; or the graphs and maps shown on
many web sites (and newspapers!) to show data. From an InfoVis point of view,
the presentations offered here can often be improved, and also, the interaction
provided is often limited. Nevertheless, all these examples acknowledge the value
of visualization for many applications.

The initial costs Ci for new InfoVis methods and techniques roughly fall into
two categories: Research and Development. Research costs can be high, because
it is often hard to improve on the state of the art, and because many experiments
(ranging from the development of prototypes to user experiments) are needed.
On the other hand, when problems are addressed with many potential usages,
these costs are still quite limited. Development costs can also be high. It takes
time and effort to produce software that is stable and useful under all conditions,
and that is tightly integrated with its context, but here also one has to take
advantage of the large potential market. Development and availability of suitable
middleware, for instance as libraries or plug-ins that can easily customized for
the problem at hand is an obvious route here.

One intriguing aspect here is how much customization is needed to solve the
problem concerned. On one hand, in many applications one of the standard data
types of InfoVis is central (table, tree, graph, text), and when the number of
items is not too high, the problem is not too hard to solve. On the other hand,
for large numbers of items one typically has to exploit all a priori knowledge of
the data set and tune the visualization accordingly; also, for applications such
as software visualizations all these data types pop up simultaneously, which also
strongly increases the complexity of the problem. So, for the time being, research
and innovation will be needed to come up with solutions for such problems as
well.

In conclusion, graphics has been adopted already on a large scale to com-
municate and present abstract data, which shows that its value has been ac-
knowledged, and we expect that due to the increase in size and complexity of
data available, the need for more powerful and effective information visualization
methods and techniques will only grow.

6 Conclusion

In this paper we have described the challenges in identifying and communicat-
ing the value of InfoVis. We have cited and posed a number of answers to the
questions, “How and why is InfoVis useful?” Hopefully, the examples shown
in the paper provide convincing arguments about InfoVis’ value as an analytic
tool. Ultimately, however, we believe that it is up to the community of InfoVis
researchers and practitioners to create techniques and systems that clearly il-
lustrate the value of the field. When someone has an InfoVis system that they
use in meaningful and important ways, this person likely will not need to be
convinced of the value of InfoVis.
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1  Introduction 

Information visualization research is becoming more established, and as a result, it is 
becoming increasingly important that research in this field is validated. With the gen-
eral increase in information visualization research there has also been an increase, 
albeit disproportionately small, in the amount of empirical work directly focused on 
information visualization. The purpose of this paper is to increase awareness of em-
pirical research in general, of its relationship to information visualization in particu-
lar; to emphasize its importance; and to encourage thoughtful application of a greater 
variety of evaluative research methodologies in information visualization. 

One reason that it may be important to discuss the evaluation of information visu-
alization, in general, is that it has been suggested that current evaluations are not con-
vincing enough to encourage widespread adoption of information visualization tools 
[57]. Reasons given include that information visualizations are often evaluated using 
small datasets, with university student participants, and using simple tasks. To en-
courage interest by potential adopters, information visualizations need to be tested 
with real users, real tasks, and also with large and complex datasets. For instance, it is 
not sufficient to know that an information visualization is usable with 100 data items 
if 20,000 is more likely to be the real-world case. Running evaluations with full data 
sets, domain specific tasks, and domain experts as participants will help develop 
much more concrete and realistic evidence of the effectiveness of a given information 
visualization. However, choosing such a realistic setting will make it difficult to get a 
large enough participant sample, to control for extraneous variables, or to get precise 
measurements. This makes it difficult to make definite statements or generalize from 
the results. Rather than looking to a single methodology to provide an answer, it will 
probably will take a variety of evaluative methodologies that together may start to 
approach the kind of answers sought.  

The paper is organized as follows. Section 2 discusses the challenges in evaluating 
information visualizations. Section 3 outlines different types of evaluations and dis-
cusses the advantages and disadvantages of different empirical methodologies and the 
trade-offs among them. Section 4 focuses on empirical laboratory experiments and the 
generation of quantitative results. Section 5 discusses qualitative approaches and the 
different kinds of advantages offered by pursuing this type of empirical research. 
Section 6 concludes the paper. 
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2  Challenges in Evaluating Information Visualizations 

Much has already been written about the challenges facing empirical research in in-
formation visualization [2, 12, 53, 57]. Many of these challenges are common to all 
empirical research. For example, in all empirical research it is difficult to pick the 
right focus and to ask the right questions. Given interesting questions, it is difficult to 
choose the right methodology and to be sufficiently rigorous in procedure and data 
collection. Given all of the above, appropriate data analysis is still difficult and per-
haps most difficult of all is relating a new set of results to previous research and to 
existing theory. However, information visualization research is not alone in these 
difficulties; the many other research fields that also face these challenges can offer a 
wealth of pertinent experience and advice. 

In particular, empirical research in information visualization relates to human com-
puter interaction (HCI) empirical research, perceptual psychology empirical research, 
and cognitive reasoning empirical research. The relationship to empirical research in 
HCI is evident in that many of the tasks of interest are interface interaction tasks, such 
as zooming, filtering, and accessing data details [66]. The aspects of these interactive 
tasks that provide access to the visual representation and its underlying dataset often 
relate to the usability of a system. Other challenges that are shared with HCI empirical 
research include the difficulty of obtaining an appropriate sample of participants. If 
the visualization is intended for domain experts it can be hard to obtain their time. 
Also, when evaluating complex visualization software, it may not be clear whether 
the results are due to a particular underlying technique or the overall system solution. 
If an existing piece of software is to be used as a benchmark against which to com-
pare an interactive visualization technique, it is likely that participants may be much 
more familiar with the existing software and that this may skew the results. This prob-
lem becomes more extreme the more novel a given visualization technique is. Re-
search prototypes are not normally as smooth to operate as well established software, 
creating further possibilities for affecting study results and leading to controversy 
about testing research prototypes against the best competitive solution. Greenberg and 
Buxton [27] discuss this problem in terms of interaction sketches, encouraging cau-
tion when thinking about conducting usability testing on new ideas and new interface 
sketches in order to avoid interfering with the development of new ideas. In addition, 
research software does not often reach a stage in which it can support a full set of 
possible tasks or be fully deployable in real-world scenarios [57]. 

In addition to usability questions, perceptual and comprehensibility questions such 
as those considered in perceptual psychology are important in assessing the appropri-
ateness of a representational encoding and the readability of visuals [30, 79]. Also, in 
information visualization, there are a great variety of cognitive reasoning tasks that 
vary with data type and character, from low-level detailed tasks to complex high-level 
tasks. Some of these tasks are not clearly defined, particularly those that hold some 
aspect of gaining new insight into the data, and may be more challenging to test em-
pirically. Examples of low-level detailed tasks include such tasks as compare, con-
trast, associate, distinguish, rank, cluster, correlate, or categorize [57]; higher-level 
and more complex cognitive tasks include developing an understanding of data trends, 
uncertainties, causal relationships, predicting the future, or learning a domain [1]. Many 
important tasks can require weeks or months to complete. The success of information 
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visualization is often an interplay between an expert’s meta-knowledge and knowl-
edge of other sources as well as information from the visualization in use.  

While all of the above are important, a question that lies at the heart of the success 
of a given information visualization is whether it sheds light on or promotes insight 
into the data [55, 63]. Often, the information processing and analysis tasks are com-
plex and ill-defined, such as discovering the unexpected, and are often long term or 
on-going. What exactly insight is probably varies from person to person and instance 
to instance; thus it is hard to define, and consequently hard to measure. Plaisant [57] 
describes this challenge as “answering questions you didn’t know you had.” While it 
is possible to ask participants what they have learned about a dataset after use of an 
information visualization tool, it strongly depends on the participants’ motivation, 
their previous knowledge about the domain, and their interest in the dataset [55, 63]. 
Development of insight is difficult to measure because in a realistic work setting it is 
not always possible to trace whether a successful discovery was made through the use 
of an information visualization since many factors might have played a role in the 
discovery. Insight is also temporally elusive in that insight triggered by a given visu-
alization may occur hours, days, or even weeks after the actual interaction with the 
visualization. In addition, these information processing tasks frequently involve 
teamwork and include social factors, political considerations and external pressures 
such as in emergency response scenarios. However, there are other fields of research 
that are also grappling with doing empirical research in complex situations. In particu-
lar, ecologists are faced with conducting research towards increasing our understand-
ing of complex adaptive systems. Considering the defining factors of complex adap-
tive systems may help to shed some light on the difficulties facing empirical research 
in information visualization. These factors include non-linearity, holoarchy and inter-
nal causality [37, 49]. When a system is non-linear, the system behaviour comes only 
from the whole system. That is, the system can not be understood by decomposing it 
into its component parts which are then reunited in some definitive way. When a 
system is holoarchical it is composed of holons which are both a whole and a part. 
That is, the system is mutually inter-nested. While it is not yet common to discuss 
information analysis processes in terms of mutual nesting, in practice many informa-
tion analysis processes are mutually nested. For instance, consider the processes of 
search and verification: when in the midst of searching, one may well stop to verify a 
find; and during verification of a set of results, one may well need to revert to search 
again. Internal causality indicates that the system is self-organizing and can be charac-
terized by goals, positive and negative feedback, emergent properties and surprise. 
Considering that it is likely that a team of information workers using a suite of visu-
alization and other software tools is some type of complex adaptive system suggests 
that more holistic approaches to evaluation may be needed. 

Already from this brief overview, one can see that useful research advice on the 
evaluation of information visualization can be gathered from perceptual psychology, 
cognitive reasoning research, as well as human computer interaction research. Many, 
but not enough, information visualization researchers are already actively engaged in 
this pursuit. The purpose of this paper is to applaud them, to encourage more such 
research, and to suggest that the research community to be more welcoming of a 
greater variety of these types of research results. 
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3  Choosing an Evaluation Approach  

A recent call for papers from the information visualization workshop, Beyond Time 
and Errors (BELIV06) held at Advanced Visual Interfaces 2006, stated that “Con-
trolled experiments remain the workhorse of evaluation but there is a growing sense 
that information visualization systems need new methods of evaluation, from longitu-
dinal field studies, insight based evaluation and other metrics adapted to the percep-
tual aspects of visualization as well as the exploratory nature of discovery” [7]. The 
purpose of this section is to encourage people to consider more broadly what might be 
the most appropriate research methods for their purposes. To further this purpose a 
variety of types of empirical research that can be usefully conducted are briefly out-
lined and these differing types are discussed in terms of their strengths and weak-
nesses. This discussion draws heavily from McGrath’s paper Methodology Matters 
[50] that was initially written for social scientists. However, while social scientists 
work towards understanding humans as individuals, groups, societies and cultures, in 
information visualization – similarly to HCI – we are looking to learn about how 
information visualizations do or do not support people in their information tasks 
and/or how people conduct their information related tasks so that visualization can be 
better designed to support them. To gain this understanding we sometimes study peo-
ple using information visualization software and sometimes it may be important to 
study people independently of that software, to better understand the processes we are 
trying to support.  

There are some commonalities to all studies. They all must start with some ques-
tion or questions that will benefit from further study. Also, they all must relate their 
research questions to the realm of existing ideas, theories and findings. These ideas, 
theories, and concepts are needed to relate the new study to existing research. For 
example, the results from a new study might be in contrast to existing ideas, in 
agreement with existing ideas, or offer an extension of or variation to existing ideas. 
A study must also have a method. This is what this section is about – possible types of 
empirical methodologies. 

All methods offer both advantages and disadvantages. One important part of em-
pirical research is choosing the most appropriate research methods for your content, 
your ideas, and your situation. The fact that methods both provide and limit evidence 
suggests that making use of a wide variety of methodologies will, in time, strengthen 
our understandings. Thus, both conducting a greater variety of studies and encourag-
ing this by publishing research that employs a greater variety of methodologies will 
help to develop a better understanding of the value of information visualization and its 
potential in our communities.  

When conducting a study there are three particularly desirable factors: generaliza-
bility, precision, and realism [50]. Ideally, one would like all of these factors in one’s 
results. However, existing methodologies do not support the actualization of all three 
simultaneously. Each methodology favours one or two of these factors, often at the 
expense of the others; therefore the choice of a methodology for a particular goal is 
important. To define these terms (as used in McGrath [50]): 

• Generalizability: a result is generalizable to the extent to which it can apply to 
other people (than those directly in the study) and perhaps even extend to other 
situations.  
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• Precision: a result is precise to the degree to which one can be definite about the 
measurements that were taken and about the control of the factors that were not 
intended to be studied. 

• Realism: a result is considered realistic to the extent to which the context in 
which it was studied is like the context in which it will be used. 

Figure 1 (adapted and simplified from McGrath [50]) shows the span of common 
methodologies currently in practice in the social sciences. They are positioned around 
the circle according to the labels: most precision, most generalizability and most real-
ism. The closer a methodology is placed to a particular label, the more that label ap-
plies to that methodology. Next, these methodologies are briefly described. For fuller 
descriptions see McGrath 1995. 

 
Fig. 1. Types of methodologies organized to show relationships to precision, generalizability 
and realism. (adapted, simplified from McGrath 1995) 

Field Study: A field study is typically conducted in the actual situation, and the ob-
server tries as much as possible to be unobtrusive. That is, the ideal is that the pres-
ence of the observer does not affect what is being observed. While one can put con-
siderable effort into minimizing the impact of the presence of an observer, this is not 
completely possible [50]. Examples of this type of research include ethnographic 
work in cultural anthropology, field studies in sociology, and case studies in industry. 
In this type of study the realism is high but the results are not particularly precise and 
likely not particularly generalizable. These studies typically generate a focused but 
rich description of the situation being studied. 

Field Experiment: A field experiment is usually also conducted in a realistic setting; 
however, an experimenter trades some degree of unobtrusiveness in order to obtain 
more precision in observations. For instance, the experimenter may ask the partici-
pants to perform a specific task while the experimenter is present. While realism is 
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still high, it has been reduced slightly by experimental manipulation. However, the 
necessity of long observations may be shortened and results may be more readily 
interpretable and specific questions are more likely to be answered. 

Laboratory Experiment: In a laboratory experiment the experimenters fully design 
the study. They establish what the setting will be, how the study will be conducted, 
what tasks the participants will do, and thus plan the whole study procedure. Then the 
experimenter gets people to participate as fully as possible following the rules of the 
procedure within the set situation. Carefully done, this can provide for considerable 
precision. In addition, non-realistic behaviour that provides the experimenter more 
information can be requested such as a ‘think aloud’ protocol [43]. Behaviour can be 
measured, partly because it is reasonably well known when and where the behaviour 
of interest may happen. However, realism is largely lost and the degree to which the 
experimenter introduces aspects of realism will likely reduce the possible precision.  

Experimental Simulation: With an experimental simulation the experimenter tries to 
keep as much of the precision as possible while introducing some realism via simula-
tion. There are examples where this approach is essential such as studying driving 
while using a cell phone or under some substance’s influence by using a driving simu-
lator. Use of simulation can avoid risky or un-ethical situations. Similarly although 
less dramatically, non-existent computer programs can be studied using the ‘Wizard 
of Oz’ approach in which a hidden experimenter simulates a computer program. This 
type of study can provide us with considerable information while reducing the dan-
gers and costs of a more realistic experiment. 

Judgment Study: In a judgment study the purpose is to gather a person’s response to 
a set of stimuli in a situation where the setting is made irrelevant. Much attention is 
paid to creating ‘neutral conditions’. Ideally, the environment would not affect the 
result. Perceptual studies often use this approach. Examples of this type of research 
include the series of studies that examine what types of surface textures best support 
the perception of 3D shape (e.g. [34, 38]), and the earlier related work about the per-
ception of shape from shading [39]. However, in assessing information visualizations 
this idea of setting a study in neutral conditions must be considered carefully, as wit-
nessed by Reilly and Inkpen’s [62] study which showed that the necessity for an in-
teractive technique developed to support a person’s mental model during transition 
from viewing one map to another (subway map to surface map) was dependent on the 
distractions in the setting. This transition technique relates to ideas of morphing and 
distortion in that aspects of the map remain visible while shifting. These studies in a 
more neutral experiment setting showed little benefit, while the same tasks in a noisy, 
distracting setting showed considerable benefit.  

Sample Survey: In a sample survey the experimenter is interested in discovering 
relationships between a set of variables in a given population. Examples of these 
types of questions include: of those people who discover web information visualiza-
tion tools how many return frequently and are their activities social or work related? 
Of those people who have information visualization software available at work what 
is the frequency of use? Considering the increased examples of information visualiza-
tion results and software on the web, is the general population’s awareness of and/or 
use of information visualization increasing? In these types of studies proper sampling 
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of the population can lead to considerable generalizability. However, while choosing 
the population carefully is extremely important, often it is difficult to control. For 
example in a web-based survey, all returned answers are from those types of people 
who are willing to take the time, fill out the questionnaire, etc. This is a type of bias 
and thus reduces generalizability. Also, responses are hard to calibrate. For instance, a 
particular paper reviewer may never give high scores and the meta-reviewer may 
know this and calibrate accordingly or may not know this. Despite these difficulties, 
much useful information can be gathered this way. We as a community must simply 
be aware of the caveats involved.  

Formal Theory: Formal theory is not a separate experimental methodology but an 
important aspect of all empirical research that can easily be overlooked. As such, it 
does not involve the gathering of new empirical evidence and as a result is low in 
both precision and realism. Here, existing empirical evidence is examined to con-
sider the theoretical implications. For example, the results of several studies can be 
considered as a whole to provide a higher-level or meta-understanding or the results 
can be considered in light of existing theories to extend, adjust or refute them. Cur-
rently this type of research is particularly difficult to publish in that there are no 
new information visualizations and no new empirical results. Instead, the contribu-
tion moves towards the development of theories about the use of and practicality of 
information visualizations.  

Computer Simulation: It is also possible to develop a computer simulation that has 
been designed as logically complete. This method is used in battle simulation, re-
search and rescue simulation, etc. This type of strategy can be used to assess some 
visualizations. For instance, a visualization of landscape vegetation that includes 
models of plant growth and models of fire starts and spread can be set to simulate 
passage of several hundred years. If the resulting vegetation patterns are comparable 
to existing satellite imagery this provides considerable support for the usefulness of 
models [22]. Since this type of research strategy does not involve participants, discus-
sion of generalizability over populations is not applicable. Also, since the models are 
by definition incomplete, notions of precision in measurement are often replaced with 
stochastic results. On the other hand it does provide a method of validation and offers 
a parallel with which we can study realistic situations, such as explosions, turbulence 
in wind tunnels, etc. 

4  Focus on Quantitative Evaluation 

Quantitative evaluations, most well known as laboratory experiments or studies, are 
those methodologies in which precision is relatively high and in which some declara-
tion can be made about the possible generalization to a larger population. These dec-
larations can include information about the characterization of this larger population 
and how likely it is that the generalization will hold. These types of experiments or 
studies are part of the traditional empirical scientific experimental approach and have 
evolved and been refined through the centuries of scientific research. Science does 
and has depended on these methods. Slowly, through careful and rigorous application 
of the experimental process, knowledge has been built up, usually one piece at a time.  
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The experiments or studies involve a rigorous process of hypothesis development, 
identification and control of the independent variables, observation and measurement 
of the dependent variables, and application of statistics which enable the declaration 
of the confidence with which the results can be taken. In these formal studies or con-
trolled evaluations, the experimenter controls the environment or setting, manipulates 
chosen factor(s) or variable(s) – the independent variable(s) - in order to be able to 
measure and observe the affect this manipulation has on one or more other factors – 
the dependent variable(s). Ideally no other factors change during the experiment. 
Once the changes to the dependent variables have been measured, statistical methods 
can be applied to understand the relative importance of the results. Done with suffi-
cient thoroughness, this process can arrive at facts about which we can be relatively 
certain. The application of this scientific process will to try to reduce the overall com-
plexity by fine tuning particular questions or hypotheses, using these hypotheses to 
allow one to cull some of the complexity by trying to eliminate as many of the extra-
neous variables as possible. Traditionally experiments of this type are used to shed 
light on cause and effect relationships; that is, to discover whether changes in some 
factor result in changes to another factor. 

This idea that we can observe simpler, more manageable subsets of the full com-
plex process is appealing, and it is clear from centuries of experiments that much can 
be learnt in this manner. 

4.1  Quantitative Methodology 

Since quantitative empirical evaluations have evolved over the centuries the method-
ology has become relatively established (Figure 2). This brief overview is included 
for completeness; the interested reader should refer to the many good books on this 
subject [15, 17, 33]. This methodology includes: 

• Hypothesis Development: Much of the success of a study depends on asking an 
interesting and relevant question. This question should ideally be of interest to 
the broader research community, and hopefully answering it will lead to a deeper 
or new understanding of open research questions. Commonly the importance of 
the study findings results from a well thought through hypothesis, and formulat-
ing this question precisely will help the development of the study. 

• Identification of the Independent Variables: The independent variables are 
the factors to be studied which may (or may not) affect the hypothesis. Ideally 
the number of independent variables is kept low to provide more clarity and pre-
cision in the results.  

• Control of the Independent Variables: In designing the experiment the ex-
perimenter decides the manner in which the independent variables will be 
changed.  

• Elimination of Complexity: In order to be clear that it is actually the change in 
the independent variable that caused the study’s result, it is often the case that 
other factors in the environment need to be controlled.  

• Measurement of the Dependent Variables: Observations and measurements 
are focused on the dependent variables as they change or do not change in  
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Fig. 2. A simple schematic of the traditional experimental process. 

response to the manipulation of the independent variable. The aspects to be 
measured are often called metrics. Common metrics include: speed, accuracy, 
error rate, satisfaction, etc. 

• Application of Statistics: The results collected can then be analysed through the 
application of appropriate statistics. It is important to remember that statistics 
tell us how sure we can be that these results could (or could not) have happened 
by chance. This gives a result with a relative degree of certainty. There are many 
good references such as Huck [33]. 

These steps sound deceptively simple but doing them well requires careful and rigor-
ous work. For instance, it is important that the study participants are valued, that they 
are not over-stressed, and that they are given appropriate breaks, etc. Also, exactly 
what they are being asked to do must be clear and consistent across all participants in 
your study. Since small inconsistencies such as changes in the order of the instruc-
tions can affect the results, the common recommendation is that one scripts the expla-
nations. Perhaps most importantly, to eliminate surprises and work out the details, it is 
best to pilot – run through the experiment in full – repeatedly. 

4.2  Quantitative Challenges 

Even though these types of experiments have been long and effectively used across all 
branches of science, there remain many challenges to conducting a useful study. We 
mention different types of commonly-discussed errors and validity concerns and re-
late these to the McGrath’s discussion as outlined in Section 3. In this discussion we 
will use a simple, abstract example of an experiment that looks at the effect of two 
visualization techniques, VisA and VisB, on performance in search. There are several 
widely discussed issues that can interfere with the validity of a study. 

Conclusion Validity: Is there a relationship? This concept asks whether within the 
study there is a relationship between the independent and the dependent variables. 
Important factors in conclusion validity are finding a relationship when one does not 
exist (type I error) and not finding a relationship when one does exist (type II error). 
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Table 1. Type I and Type II Errors 

Reality  
H0  

TRUE 
H0 

FALSE 
H0 

TRUE ok Type II Experimental 
decision H0 

FALSE Type I ok 

 

Type I and Type II Errors: If one is interested in which visualization technique 
VisA or VisB helps people conduct a particular task faster one might formulate a null 
hypothesis (H0 ) – there is no difference in speed of search between VisA and VisB. 
The possible type I, false negative, and type II, false positive, errors are specified in 
Table 1. The columns represent whether the null hypothesis is true or false in reality 
and the rows show the decision made based on the results of the experiment. Ideally 
the results of the experiment reflect reality and that if the hypothesis is false (or true) 
in reality it will show as false (or true) in the experiment. However, it is possible that 
the hypothesis is true in reality – VisA does support faster search than VisB – but that 
this fails to be revealed by the experiment. This is a type II error. A type I error occurs 
if the null hypothesis is true in reality (there is no difference) and one concludes that 
there is a difference. Type I errors are considered more serious. That is, it is consid-
ered worse to claim that VisA improves search when it does not, than to say there was 
no measurable difference. 

Internal Validity: Is the relationship causal? This concept is important when an 
experiment is intended to reveal something about causal relationships. Thus, internal 
validity will be important in our simple example because the study is looking at what 
effect VisA and VisB have on search. The key issue here is whether the results of 
one’s study can properly be attributed to what happened within the experiment. That 
is, that no other factors influenced or contributed to the results seen in the study. An-
other way of asking this question is: are there possible alternate causes for the results 
seen in the study? 

Construct Validity: Can we generalize to the constructs (ideas) the study is based 
on? This concept considers whether the experiment has been designed and run in a 
manner that answers the intended questions. This is an issue about whether the right 
factors are being measured or whether the factors the experimenter intends to measure 
are actually those being measured. For instance, does the experiment measure the 
difference due to the techniques VisA and VisB or the difference in participant’s 
familiarity with VisA and VisB. For instance, if the construct is that a person will 
have higher satisfaction when using VisB, does measuring error rates and completion 
times provide answers for this construct? An important part of this concept of con-
struct validity is measurement validity. Measurement validity is concerned with 
questions such as is one measuring what one intends to measure and is the method of 
measurement reliable and consistent. That is, will the same measurement process 
provide the same results when repeated? 
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External Validity: Can we generalize the study results to other people/places/ 
times? External validity is concerned with the extent to which the result of a study 
can be generalized. If a study has good internal and construct validity the results apply 
to the setting, time, and participants being studied. The extent to which the results 
apply beyond the immediate setting, time and participants depends, for participants, 
on the participant sample and the population from which it was drawn. For instance, 
in practice it is common to draw participants from the geographic region in which the 
study is run. Does this mean that the results only apply to people from that region? If 
culture has a possible impact on the results, they may not generalize. If one addresses 
the need to include cultural variation by recruiting participants from different cultures 
from a university’s foreign students, one might have at least partially addressed the 
need to run the study across cultural variations but now have limited the demographic 
to university students which may introduce its own skew. Understanding the popula-
tion to which one would like to be able to generalize the study results and successfully 
obtaining an appropriate participant sample is a difficult issue. This does not mean we 
can not learn from more specific participant samples. It does mean that reporting the 
demographics of the sample and being cautious about generalizations is important. 
Participant sample choice is just one factor influencing external validity. Setting in-
cludes other factors such as noise, interruption, and distractions. Possible temporal 
factors include events that occurred before or are anticipated after the experiment.  

Ecological Validity: Ecological validity discussions focus on the degree to which the 
experimental situation reflects the type of environment in which the results will be 
applied. This concept relates strongly to McGrath’s concept of realism. It is distinct 
from the idea of external validity, in that external validity is concerned with whether 
the experimental results generalize to other situations, while ecological validity is 
concerned with how closely the experimental settings matches the real setting in 
which the results might be applied. Thus it is possible to have good ecological valid-
ity; the study is conducted on site, but that the results are applicable only to that site. 
This would indicate poor external validity in that the results do not generalize beyond 
the specific setting. 

4.3  Quantitative Studies Summary Remarks 

The number of quantitative studies in information visualization is increasing. Early 
examples include the series of studies done by Purchase and her collaborators that 
examine the impact of graph drawing aesthetics on comprehension and usability [58, 
59, 60, 61]. Dumais et al. [16] explored use of context techniques in web search. For-
lines et al. [23] looked at the effect of display configuration on relationship between 
visual search and information visualization tasks. Recently, Willet et al. [81] studied 
embedding information visualizations in widgets.  

Quantitative experiments have formed the backbone of experimental science and it 
is to be expected that they will continue to do so. However, it is relatively easy to find 
fault in any given experiment because all factors can not usually be completely con-
trolled. If they are completely controlled, external and ecological validity can be im-
pacted. This is particularly true for studies involving humans. Designing and working 
with experiments is often a matter of making choices about what factors are important 
and understanding the strengths and limitations of any given study and its results. As 



30 S. Carpendale 

a community it is important that we recognise that we are working towards a larger 
understanding and that any given study will not present the bigger answer. It instead 
will contribute to a gradual building of a bigger understanding. For this bigger under-
standing we need to encourage authors to openly discuss the limitations of their stud-
ies, because both the results and the limitations are important. This is also true for 
negative results. It can be just as important to understand when there are no differ-
ences among techniques and when these differences exist. 

5  Focus on Qualitative Evaluation 

Qualitative inquiry works toward achieving a richer understanding by using a more 
holistic approach that considers the interplay among factors that influence visualiza-
tions, their development, and their use [56]. Qualitative techniques lend themselves to 
being more grounded in more realistic settings and can also be incorporated into all 
types of studies. This includes qualitative studies conducted as part of the design 
process [64, 73], in situ interviews [83], field studies [72], and use of observational 
studies to create design and evaluative criteria that are derived from observed data 
[71]. These types of studies offer potential for improved understanding of existing 
practices, analysis environments, and cognitive task constraints as they occur in real 
or realistic settings. In providing a brief overview of a variety of qualitative methods, 
we hope to spark further research and application of qualitative methods in informa-
tion visualization; to expand our empirical approaches to include the application of 
qualitative methods to design and evaluation; and to encourage a wider acceptance of 
these types of research methodologies in our field. 

5.1  Qualitative Methods 

At the heart of qualitative methods is the skill and sensitivity with which data is gath-
ered. Whether the records of the data gathered are collected as field notes, artefacts, 
video tapes, audio tapes, computer records and logs, or all of these, in qualitative 
empirical approaches there are really only two primary methods for gathering data: 
observations and interviews. Observation and interview records are usually kept con-
tinually as they occur, as field notes, as regular journal entries as well as often being 
recorded as video or audio tapes. Artefacts are collected when appropriate. These can 
be documents, drawings, sketches, diagrams, and other objects of use in the process 
being observed. These artefacts are sometimes annotated as part of use practices or in 
explanation. Also, since the communities we are observing are often technology us-
ers, technology-based records can also include logs, traces, screen captures, etc. Both 
observation and interviewing are skills and as such develop with practice and can, at 
least to some extent, be learnt. For full discussions on these skills there are many 
useful books such as Seidman [65] and Lofland and Lofland [45]. 

5.1.1 Observation Techniques 
The following basic factors have been phrased in terms of developing observational 
records but implicitly also offer advice on what to observe: 
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• Try to keep jotting down notes unobtrusively. Ideally, notes are taken as obser-
vations occur; however, if one becomes aware that one’s note taking is having 
an impact on the observations, consider writing notes during breaks, when 
shielded, or at the end of the day. 

• Minimize the time gap from observations to note taking. Memory can be quite 
good for a few hours but does tend to drop off rapidly.  

• Include in observations the setting, a description of the physical setup, the time, 
who is present, etc. Drawing maps of layouts and activities can be very useful. 

• Remember to include both the overt and covert in activities and communica-
tions. For example, that which is communicated in body language and gestures, 
especially if it gets understood and acted upon, is just as important as spoken 
communications. But be careful of that grey area where one is not sure to what 
extent a communication occurred. 

• Remember to include both the positive and negative. Observed frustrations and 
difficulties can be extremely important in developing a fuller understanding. 

• Do not write notes on both sides of a paper. This may seem trivial but experi-
enced observers say this is a must [6]. You can search for hours, passing over 
many times that important note that is on the back of another note.  

• Be concrete whenever possible. 
• Distinguish between word-for-word or verbatim accounts and those you have 

paraphrased and/or remembered.  

5.1.2 Interview Techniques 
These are a few brief points of advice about interviewing. Do remember that while 
sorting out the right questions to ask is important, actively listening to what the par-
ticipant says is the most important of all interviewing skills. 

• Make sure that you understand what they are telling you and that the descrip-
tions, explanations they are giving you are complete enough. However, when 
asking for clarification, try to avoid implying that their explanations are poor be-
cause one does not want to make one’s participants defensive. Ask instead for 
what they meant by particular word usage or if they would explain again. The 
use of the word again implies that the interviewer did not catch it all rather than 
the explanation was incomplete. 

• Limit your inclination to talk. Allow for pauses in the conversation, sometimes 
note taking can be useful here. The participant will expect you to be taking 
notes. In this situation note taking can actually express respect for what the par-
ticipant has said. 

• Remember that the default is that the participant will regard the interview to 
some extent as public and thus will tell you the public version. Do listen for and 
encourage the less formal, less guarded expression of their thoughts. One exam-
ple, from Seidman [65], is the use of the word ‘challenge’. Challenge is an ex-
cepted term for a problem. The details of the problem might be explained more 
fully if one asks what is meant in the given situation by the word challenge. 
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• Follow up on what the participant says. Do allow the interview to be shaped by 
the information your participant is sharing.  

• Avoid leading questions. An important part of minimizing experimenter bias is 
wording questions carefully so as to avoid implying any types of answers. For 
example, asking a participant what a given experience was like for them, leaves 
space for their personal explanations. 

• Ask open ended questions. This can involve asking for a temporal reconstruction 
of an event or perhaps a working a day or asking for a subjective interpretation 
of an event.  

• Ask for concrete details. These can help trigger memories. 
• With all the above do remember that one of the most important pluses of an in-

terview process is the humanity of interviewer. Being present, aware and sensi-
tive to the process is your biggest asset. These guidelines are just that; guidelines 
to be used when useful and ignored when not. 

5.2  Types of Qualitative Methodologies 

This section is not intended to be a complete collection of all types of qualitative 
inquiry. Rather it is meant to give an overview of some of the variations possible, set 
in a discussion about when and where they have proven useful. This overview is di-
vided into three sections. First, the type of qualitative methodologies often used in 
conjunction with or as part of more quantitative methodologies is discussed. Then, we 
mention the approaches taken in the area of heuristic, or, as they are sometimes re-
ferred to ‘discount’, inspection methodologies. The last section will cover some study 
methodologies that are intentionally primarily qualitative. 

5.2.1 Nested Qualitative Methods 
While qualitative methodologies can be at the core of some types of studies, some 
aspects of qualitative inquiry are used in most studies. For instance, data gathered by 
asking participants for their opinions or preferences is qualitative. Gorard [26] argues 
that quantitative methods can not ignore the qualitative factors of the social context of 
the study and that these factors are, of necessity, involved in developing an interpreta-
tion of the study results. There are many methods used as part of studies such as labo-
ratory experiments that provide us with qualitative data. The following are simply a 
few examples to illustrate how common this mixed approach is. 

Experimenter Observations: An important part of most studies is that the experi-
menter keeps notes of what they observe as it is happening. The observations them-
selves can help add some degree of realism to the data and the practice of logging 
these observations as they happen during the study helps make them more reliable 
than mere memory. However, they are experimenter observations and as such are 
naturally subjective. They do record occurrences that were not expected or are not 
measurable so that they will also form part of the experimental record. These observa-
tions can be helpful during interpretation of the results in that they may offer explana-
tions for outliers, point towards important experimental re-design, and suggest future 
directions for study. Here, experimenter observations augment and enrich the primar-
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ily quantitative results of a laboratory experiment and in this they play an important 
but secondary role. 

Think-Aloud Protocol: This technique, which involves encouraging participants to 
speak their thoughts as they progress through the experiment, was introduced to the 
human-computer-interaction community by [43]. Discussions about this protocol in 
psychology date back to 1980 [19, 20, 21]. Like most methodologies, this one also 
involves tradeoffs. While it gives the experimenter/observer the possibility of being 
aware of the participants’ thoughts, it is not natural for most people and can make a 
participant feel awkward; thus, think aloud provides additional insight while also 
reducing the realism of the study. However, the advantage for hearing about a partici-
pant’s thoughts, plans, and frustrations frequently out-weigh the disadvantages and 
this is a commonly used technique. Several variations have been introduced such as 
‘talk aloud’ which asks a participant to more simply announce their actions rather 
than their thoughts [21]. 

Collecting Participant Opinions: Most laboratory experiments include some method 
by which participant opinions and preferences are collected. This may take the form 
of a simple questionnaire or perhaps semi-structured interviews. Most largely quanti-
tative studies such as laboratory experiments do ask these types of questions, often 
partially quantifying the participant’s response by such methods as using a Likert 
scale [44]. A Likert scale asks a participant to rate their attitude according to degree. 
For instance, instead of simply asking a participant, ‘did you like it?’ A Likert scale 
might ask the participant to choose one of a range of answers ‘strongly disliked,’ 
‘disliked,’ ‘neutral,’ ‘liked,’ or ‘strongly liked.’ 

Summary of Nested Qualitative Methods: The nested qualitative methods men-
tioned in this section may be commonplace to many readers. The point to be made 
here is that in the small, that is as part of a laboratory experiment, inclusion of some 
qualitative methods is not only commonplace, its value is well recognized. This type 
of inclusion of qualitative approaches adds insight, explanations and new questions. It 
also can help confirm results. For instance, if participants’ opinions are in line with 
quantitative measures – such as the fastest techniques being the most liked – this 
confirms the interpretation of the fastest technique being the right one to chose. How-
ever, if they contradict – such as the fastest techniques not being preferred – interest-
ing questions are raised including questioning the notion that fastest is always best. 

5.2.2 Inspection Evaluation Methods 
We include a discussion of inspection methods because, while they are not studies per 
se, they are useful, readily available, and relatively inexpensive evaluation approaches. 
The common approach is to use a set of heuristics as a method of focusing attention 
on important aspects of the software – interface or visualization – which need to be 
considered [54]. These heuristics or guidelines can be developed by experts or from 
the writings of experts. Ideally, such an inspection would be conducted by individual 
experts or even a group of experts. However, it has been shown that in practice, that a 
good set of heuristics can still be effective in application if a few, such as three or 
four, different people apply them [54]. For information visualization it is important to 
consider exactly what visualization aspects a given set of heuristics will shed light on.  
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Usability Heuristics: These heuristics, as introduced and developed by Nielson and 
Mack [1994], focus on the usability of the interface and are designed to be applied to 
any application, thus are obviously of use to information visualizations. They will 
help make sure that general usability issues are considered. These heuristics are dis-
tilled down to ten items – visibility of system status, match between system and real 
world, personal control and freedom, consistency and standards, error prevention, 
recognition rather than recall, flexibility and efficiency, aesthetic and minimalist de-
sign, errors handling, and help and documentation. 

Collaboration Heuristics: When interfaces are designed for collaboration, two addi-
tional major categories arise in importance: communication and coordination. Baker 
et al. [4] developed a set of heuristics that explore these issues based on the Mechan-
ics of Collaboration [29]. As information visualizations start to be designed for col-
laborative purposes, both distributed [31, 78] and co-located [35], these heuristics will 
also be important. 

Information Visualization Heuristics: While the usability heuristics apply to all 
infovis software and the collaboration heuristics apply to the growing body of col-
laborative information visualizations, there are areas of an information visualization 
that these at best gloss over. In response, the Information Visualization research com-
munity has proposed a variety of specific heuristics. Some pertain to given data do-
mains such as ambient displays [46] and multiple view visualizations [5]. Others 
focus on a specific cognitive level, for instance knowledge and task [1], or task and 
usability [66]. Tory and Möller [74] propose the use of heuristics based on both visu-
alization guidelines and usability. As explored by Zuk and Carpendale [84], we can 
also consider developing heuristics based on the advice from respected experts such 
as design advice collected from Tufte’s writings [75, 76, 77], semiotic considerations 
as expressed by Bertin [8] and/or research in cognitive and perceptual science as col-
lected by Ware [79]. Alternatively, we can start from information visualization basics 
such as presentation, representation and interaction [68]. However, a concept such as 
presentation cuts across design and perception, while representation advice, such as 
what types of visuals might best represent what types of data, might be distilled from 
the guidelines put forth by Bertin [8] and from an increasing body of cognitive sci-
ence as gathered in Ware [79]. Sorting out how to best condense these is a task in 
itself [52, 85]. “At this stage of development of heuristics for information visualiza-
tion we have reached a similar problem as described by Nielson and Mack [54]. It is a 
difficult problem to assess which list(s) are better for what reasons and under what 
conditions. This leads to the challenges of developing an optimal list that comprises 
the most important or common Information Visualization problems” (page 55, [85]). 

Summary of Inspection Evaluation Methods: While experience in the human com-
puter interaction communities and the growing body of information visualization 
specific research indicates that heuristics may prove a valuable tool for improving the 
quality of information visualizations, there is considerable research yet to be con-
ducted in the development of appropriate taxonomies and application processes for 
heuristics in information visualization. 

The currently recommended application approach for usability heuristics is that 
evaluators apply the heuristics in a two pass method. The first pass is done to gain an 
overview and second is used to asses in more detail each interface component with 
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each heuristic [54]. The original use indicated that in most situations three evaluators 
would be cost effective and find most usability problems [54]. However, subsequent 
use of heuristics for web site analysis appears to sometimes need more evaluators [9, 
69]. Further, this may depend on the product. While application of heuristics has not 
yet been formally studied in terms of web sites, it does introduce the possibility that 
information visualization heuristics may also need to be data, task or purpose specific. 

Heuristics are akin to the design term guidelines in that both provide a list of ad-
vice. Design guidelines are often usefully applied in a relatively ad hoc manner as 
factors to keep in mind during the design process and heuristic lists can definitely be 
similarly used. While there are definitely benefits that accrue in the use of guidelines 
and heuristics, it is important to bear in mind that they are based on what is known to 
be successful and thus tend not to favour the unusual and the inventive. In the design 
world, common advice is that while working without knowledge of guidelines is fool-
ish, following them completely is even worse. 

5.2.3 Qualitative Methods as Primary 
A common reason for using qualitative inquiry is to develop a richer understanding of 
a situation by using a more holistic approach. Commonly, the qualitative research 
method’s goal is to collect data that enables full, rich descriptions rather than to make 
statistical inferences [3, 14]. There are a wealth of qualitative research methods that 
can help us to gain a better understanding of the factors that influence information 
visualization use and design. Just as we have pointed out how qualitative methods can 
be effectively used within quantitative research, qualitative research can also include 
some quantitative results. For instance, there may be factors that can be numerically 
recorded. These factors can then be presented in combination with qualitative data. 
For example, if a questionnaire includes both fixed-choice questions and open ended 
questions, quantitative measurement and qualitative inquiry are being combined [56]. 

Qualitative methods can be used at any time in the development life cycle. A fin-
ished or near to finished product can be assessed via case studies or field studies. 
Also, there is a growing use of these methods as a preliminary step in the design proc-
ess. The HCI and particularly the computer-supported cooperative work (CSCW) 
research communities have successfully been using qualitative methods to gain in-
sight that can inform the initial design. CSCW researchers have learned a lot about 
how to support people working together with technology through pre-design observa-
tion and qualitative analysis of how people work together without technology. The 
basic idea is that through observations of participants' interactions with physical arte-
facts, a richer understanding of basic activities can be gained and that this understand-
ing can be used to inform interface design. This approach generally relies on observa-
tion of people, inductive derivation of hypotheses via iterative data collection, analy-
sis, and provisional verification [14]. For example, Tang's study of group design ac-
tivities around shared workspaces revealed the importance of gestures and the work-
space itself in mediating and coordinating collaborative work [73]. Similarly, Scott et 
al. [64] studied traditional tabletop gameplay and collaborative design, specifically 
focusing on the use of tabletop space, and the sharing of items on the table. Both 
studies are an example of how early evaluation can inform the design of digital sys-
tems. In both cases, the authors studied traditional, physical contexts first, to under-
stand participants' interactions with the workspace, the items in the workspace, and 
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within the group. The results of these experiments are regarded as providing impor-
tant information about what group processes to support and some indication about 
how this might be done. This type of research can be particularly important in com-
plex or sensitive scenarios such as health care situations [72]. Brereton and McGarry 
[11] observed groups of engineering students and professional designers using physi-
cal objects to prototype designs. They found that the interpretation and use of physical 
objects depended greatly on the context of its placement, indicating that the context of 
people's work is important and is difficult to capture quantitatively. Their goal was to 
determine implications for the design of tangible interfaces. Other examples include 
Saraiya et al. [63] who used domain expert assessments of insight to evaluate bioin-
formatics visualizations, while Mazza and Berre [48] used focus groups and semi-
structured interviews in their analysis of visualization approaches to support instruc-
tors in web-based distance education.  

The following are simply examples of empirical methods in which gathering of 
qualitative data is primary. There are many others; for instance, Moggridge [51] men-
tions that his group makes active use of fifty-one qualitative methods in their design 
processes. 

In Situ Observational Studies: These studies are at the heart of field studies. Here, 
the experimenter gets permission to observe activities as they take place in situ. In 
these studies the observer does their best to remain unobtrusive during the observa-
tions. The ideal in Moggridge’s terms is to become as a ‘fly on the wall’ that no one 
notices [51]. This can be hard to achieve in an actual setting. However, over time a 
good observer does usually fade into the background. Sometimes observations can be 
collected via video and audio tapes to avoid the more obvious presence of a person as 
observer but sometimes making such recordings is not appropriate as in medical situa-
tions. In these studies the intention is usually to gather a rich description of the situa-
tion being observed. However, there is both a difference and an overlap in the type of 
observations to be gathered when the intention is (a) to better understand the particu-
lar activities in a given of setting, or (b) to use these observations to inform technol-
ogy design. Thus, because different details are of prime interest it is important that 
our research community conducts these types of observational studies to better inform 
initial design as well as to better understand the effectiveness of new technology in 
use. These studies have high realism, result in rich context explicit data and are time 
and labour intensive when it comes to both data collection and data analysis. 

Participatory Observation: This practice is the opposite of participatory design. 
Here an information visualization expert becomes part of the application expert’s 
team to experience the work practices first hand rather than application experts be-
coming part of the information visualization design team. In participatory observa-
tion, additional insights can be gained through first-hand observer experience of the 
tasks and processes of interest in the context of the real world situation. Here, rather 
than endeavouring to be unobtrusive, the observer works towards becoming an ac-
cepted part of the community. Participatory observation is demonstrably an effective 
approach since as trust and rapport develop, an increasingly in-depth understanding is 
possible. Our research community is interested in being able to better understand the 
work practices of many different types of knowledge workers. These workers are 
usually highly trained, highly paid, and often under considerable time pressures. Not 
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surprisingly, they are seldom willing to accept an untrained observer as part of their 
team. Since information visualization researchers are of necessity highly trained 
themselves, it is rare that an information visualization researcher will have the neces-
sary additional training to become accepted as a participatory observer. However, 
domain expertise is not always essential for successful participatory observation. 
Expert study participants can train an observer on typical data analysis tasks – a proc-
ess which may take several hours, and then “put them to work” on data analysis using 
their existing tools and techniques. The observer keeps a journal of the experience and 
the outcomes of the analysis were reviewed with the domain experts for validity. 
Even as a peripheral participant, valuable understandings of domain, tasks, and work 
culture can be developed which help clarify values and assumptions about data, visu-
alizations, decision making and data insights important to the application domain. 
These understandings and constructs can be important to the information visualization 
community in the development of realistic tools. 

Laboratory Observational Studies: These studies use observational methodologies 
in a laboratory setting. A disadvantage of in situ observations is that they often require 
lengthy observations. For instance, if the observer is interested in how an analyst uses 
visual data, they will have to wait patiently until the analyst does this task. Since an 
analyst may have many other tasks – meetings, conference calls, reports, etc. – this 
may take hours or even days. One alternative to the lengthy in situation wait is to 
design an observational experiment in which, similarly to a laboratory experiment, the 
experimenter designs a setting, a procedure and perhaps even a set of tasks. Consider, 
for example, developing information visualizations to support co-located collabora-
tion. Some design advice on co-located collaborative aspects is available in the com-
puter supported cooperative work literature [35]. However, while this advice is useful, 
it does not inform us specifically about how teams engage in collaborative tasks when 
using visual information. Details such as how and when visualizations will be shared 
and what types of analysis processes need to be specifically supported in collaborative 
information visualization systems were missing. Here, an observational approach is 
appropriate because the purpose is to better understand the flow and nature of the 
collaboration among participants, rather than answering quantifiable lower-level ques-
tions. In order to avoid temporal biases in existing software, pencil and paper based 
visualizations were used. This allowed for the observation of free arrangement of 
data, annotation practices, and collaborative processes unconstrained by any particular 
visualization software [36]. 

Contextual Interviews: As noted in Section 5.1, interviewing in itself is core to 
qualitative research. Conducting an interview about a task, setting, or application of 
interest within the context in which this work usually takes place is just one method 
that can enrich the interview process. Here the realism of the setting helps provide the 
context that can bring to mind the day-to-day realities during the interview process 
(for further discussion see Holtzblatt and Beyer 1998). For example, to study how 
best to support the challenging problem of medical diagnosis, observing and inter-
viewing physicians in their current work environment might help to provide insights 
into their thought processes that would be difficult to capture with other methodolo-
gies. A major benefit of qualitative study can be seeing the big picture – the context in 
which a new visualization support may be used. The participants' motives, misgiv-
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ings, and opinions shed light on how they relate to existing support, and can effec-
tively guide the development of new support. This type of knowledge can be very 
important at the early stage of determining what types of information visualizations 
may be of value. 

Summary of qualitative methods as primary: These four methods are just exam-
ples of a huge variety of possibilities. Other methods include action research [42], 
focus groups [48], and many more. All these types of qualitative methods have the 
potential to lessen the task and data comprehension divide between ourselves as visu-
alization experts and the domain experts for whom we are creating visualizations. 
That is, while we can not become analysts, doctors, or linguists, we can gain a deeper 
understanding of how they work and think. These methods can open up the design 
space, revealing new possibilities for information visualizations, as well as additional 
criteria on which to measure success. 

5.3  Challenges for Qualitative Methods 

A considerable challenge to qualitative methods is that they are particularly labour 
intensive. Gathering data is a slow process and rich note taking is an intensive under-
taking, as are transcribing and subsequent analysis.  

5.3.1 Sample Sizes 
Sample sizes for qualitative research are determined differently than for quantitative 
research. Since qualitative research is not concerned with making statistically signifi-
cant statements about a phenomenon, the sample sizes are often lower than required 
for quantitative research. Often, sample sizes are determined during the study. For 
instance, a qualitative inquiry may be continued until one no longer appears to be 
gaining new data through observation [3]. There is no guideline to say when this 
‘saturation’ may occur [70]. Sample sizes may vary greatly depending on the scope of 
the research problem but also the experience of the investigator. An experienced in-
vestigator may reach a theoretical saturation earlier than a novice investigator. Also, 
because each interview and/or observation can result in a large amount of data, some-
times compromises in sample size have to be made due to considerations about the 
amount of data that can be effectively processed. 

5.3.2 Subjectivity  
Experimenter subjectivity can be seen as an asset because of the sensitivity that can 
be brought to the observation process. The quality of the data gathering and analysis 
is dependent on the experience of the investigator [56]. However, the process of gath-
ering any data must be concerned with obtaining representative data. The questions 
circle about whether the observer has heard or understood fully and whether these 
observations are reported accurately. Considerations include: 

• Is this a first person direct report? Otherwise normal common sense about 2nd, 
3rd, and 4th hand reports needs to be considered. 

• Does the spatial location of the observer provide an adequate vantage point from 
which to observe, or might it have led to omissions? 
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• Are the social relationships of the observer free from associations that might in-
duce bias? 

• Does the report appear to be self-serving? Does it benefit the experimenter to the 
extent that it should be questioned? 

• Is the report internally consistent? Do the facts within the report support each 
other? 

• Is the report externally consistent? Do the facts in the report agree with other in-
dependent reports? 

As a result it is important to be explicit about data collection methods, the position of 
the researcher with respect to the subject matter, analysis processes, and codes. These 
details make it possible for other researchers to verify results. 

In qualitative research it is acknowledged that the researcher's views, research con-
text, and interpretations are an essential part of the qualitative research method as 
long as they are grounded in the collected data [3]. This does not, however, mean that 
qualitative evaluations are less trustworthy compared to quantitative research. Auer-
bach suggests using the concept of ‘transferability’ rather than ‘generalizability’ when 
thinking about the concepts of reliability and validity in qualitative research [3]. It is 
more important that the theoretical understanding we have gained can also be found in 
other research situations or systems and can be extended and developed further when 
applied to other scenarios. This stands in contrast to the concept of generalizability in 
quantitative research that wants to prove statistically that the results are universally 
applicable within the population under study. 

Sometimes the point has been raised that if results do not generalize how can they 
be of use when designing software for general use. For example, qualitative methods 
might be used to obtain a rich description of a particular situation perhaps only ob-
serving the processes of two or three people. The results of a study like this may or 
may not generalize and the study itself provides no proof that they do. What we have 
is existence proof: that such processes are in use in at least two or three instances. 
Consider the worst case; that is that this rich description is an outlier that occurs only 
rarely. For design purposes, outliers are also important and sensitive design for out-
liers has been often shown to create better designs for all. For example, motion sen-
sors to open doors may have been designed for wheelchairs but actually are useful 
features for all. 

5.3.3 Analyzing Qualitative Data 
Qualitative data may be analyzed using qualitative, quantitative, or a combination of 
both methods. Mixed methods research includes a qualitative phase and a quantitative 
phase in the overall research study in order to triangulate results from different meth-
ods, to complement results from one method with another, or to increase the breadth 
and range of inquiry by using different methods [28]. 

Many of the qualitative analysis methods can be grouped as types of thematic 
analysis, in which analysis starts from observations, then themes are sensed through 
review of the data, and finally coded [10]. Coding is the process of subdividing and 
labeling raw data, then reintegrating collected codes to form a theory [70]. Moving 
from the raw data into themes and a code set may proceed using one of three ap-
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proaches: data-driven, motivated from previous research, or theory-driven, each with 
respectively decreasing levels of sensitivity to the data [10]. In the first style, data-
driven, commonly called open coding [14]; themes and a code set are derived directly 
from the data and nothing else. If the analysis is motivated by previous research, the 
questions and perhaps codes from the earlier research can be applied to the new data 
to verify, extend or contrast the previous results. With theory-driven coding one may 
think using a given theory, such as grounded theory [13], or ethno-methodology [24], 
as a lens through which to view the data.  

In either case the coded data may then be interpreted in more generalized terms. 
Qualitatively coded data may then be used with quantitative or statistical measures to 
try and distinguish themes or sampling groups. 

5.4  Qualitative Summary 

Qualitative studies can be a powerful methodology by which one can capture salient 
aspects of a problem that may provide useful design and evaluation criteria. Quantita-
tive evaluation is naturally precision-oriented, but a shift from high precision to high 
fidelity may be made with the addition of qualitative evaluations. In particular, while 
qualitative evaluations can be used throughout the entire development life cycle in 
other research areas such as CSCW [41, 52, 64, 73], observational studies have been 
found to be especially useful for informing design. Yet these techniques are under-
used and under-reported in the information visualization literature. Broader ap-
proaches to evaluation, different units of analysis and sensitivity to context are impor-
tant when complex issues such as insight, discovery, confidence and collaboration 
need to be assessed. In more general terms, we would like to draw attention to qualita-
tive research approaches which may help to address difficult types of evaluation ques-
tions. As noted by Isenberg el al. [36], a sign in Albert Einstein's office which read, 
‘Everything that can be counted does not necessarily count; everything that counts 
cannot necessarily be counted’ is particularly salient to this discussion in reminding 
us to include empirical research about important data that can not necessarily be 
counted. 

6  Conclusions 

In this paper we have made a two-pronged call: one for more evaluations in general 
and one for a broader appreciation of the variety of and importance of many different 
types of empirical methodologies. To achieve this, we as a research community need 
to both conduct more empirical research and to be more welcoming of this research in 
our publication venues. As noted in Section 4, even empirical laboratory experiments, 
as our most known type of empirical methodology, are often difficult to publish. One 
factor in this is that no empirical method is perfect. That is, there is always a trade-off 
between generalizability, precision, and realism. An inexperienced reviewer may rec-
ommend rejection based on the fact that one of these factors is not present, while realis-
tically at least one will always be compromised. Empirical research is a slow, labour-
intensive process in which understanding and insight can develop through time. That 
said, there are several important factors to consider when publishing empirical re-
search. These include: 
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• That the empirical methodology was sensitively chosen. The methodology 
should be a good fit to the research question, the situation and the research goals. 

• That the study was conducted with appropriate rigor. All methodologies have 
their own requirements for rigor and these should be followed. However, while 
trying to fit the rigor from one methodology onto another is not appropriate, de-
veloping hybrid methodologies that better fit a given research situation and 
benefit from two or more methodologies should be encouraged.  

• That sufficient details are published so that the reader can fully understand the 
processes and if appropriate, reproduce them.  

• That the claims should be made appropriately according to the strengths of the 
chosen methodology. For instance, if a given methodology does not generalize 
well, then generalizations should not be drawn from the results.  

While there is growing recognition in our research community that evaluation infor-
mation visualization is difficult [55, 57, 67], the recognition of this difficulty has not 
in itself provided immediate answers of how to approach this problem. Two positive 
recent trends of note are: one, that more evaluative papers in the form of usability 
studies have been published [25, 40, 47, 63, 80, 82], and two, that there are several 
papers that have made a call for more qualitative evaluations and complementary 
qualitative and quantitative approaches [18, 36, 48, 74]. 

This paper is intended merely as a pointer to a greater variety of empirical method-
ologies and encouragement towards their appreciation and even better their active use. 
There are many more such techniques and these types of techniques are being devel-
oped and improved continuously. There are good benefits to be had through active 
borrowing from ethnographic and sociological research methods, and applying them 
to our information visualization needs. In this paper we have argued for an increased 
awareness of empirical research. We have discussed the relationship of empirical 
research to information visualization and have made a call for a more sensitive appli-
cation of this type of research [27]. In particular, we encourage thoughtful application 
of a greater variety of evaluative research methodologies in information visualization. 
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Abstract. The field of Information Visualization, being related to many other 
diverse disciplines (for example, engineering, graphics, statistical modeling) suf-
fers from not being based on a clear underlying theory. The absence of a frame-
work for Information Visualization makes the significance of achievements in this 
area difficult to describe, validate and defend. Drawing on theories within associ-
ated disciplines, three different approaches to theoretical foundations of Informa-
tion Visualization are presented here: data-centric predictive theory, information 
theory, and scientific modeling. Definitions from linguistic theory are used to 
provide an over-arching framework for these three approaches. 

1  Introduction  

Information Visualization suffers from not being based on a clearly defined underly-
ing theory, making the tools we produce difficult to validate and defend, and meaning 
that the worth of a new visualization method cannot be predicted in advance of im-
plementation. There is much unease in the community as to the lack of theoretical 
basis for the many impressive and useful tools that are designed, implemented and 
evaluated by Information Visualization researchers. 

The purpose of a theory is to provide a framework within which to explain phe-
nomena. This framework can then be used to both evaluate and predict events, in this 
case, users’ insight or understanding of visualization, and their use of it. An Informa-
tion Visualization theory would enable us to evaluate visualizations with reference to 
an established and agreed framework, and to predict the effect of a novel visualization 
method. 

This is not to say that a single theory would be able to encapsulate the whole of 
the Information Visualization field; it may be that multiple theories at different levels 
are needed. We already make use of many existing cognitive and perceptual theories, 
as well as established statistical methods. It might be that the complexity of Informa-
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tion Visualization as relating to engineering, cognition, design and science requires 
the use of several theories each taking a different perspective. 

As a starting point, we liken the understanding of visualization to the understand-
ing of ideas expressed in language. We draw on two perspectives in linguistic theory: 
language as representation and language as process. 

In considering the representation of language, lexical tokens are syntactically or-
dered to produce a semantic concept which the reader understands with reference to a 
learned code. The concept is understood within a context and the reader responds 
pragmatically.  

We can take this approach a step further and consider the semiotic theory of Saus-
sure [1] wherein a sign is a relation between a perceptible token (signifier, referrer) and 
a concept (signified, referent) – giving us another useful term: the referent of the token, 
i.e. what it actually means in a given context. For example, a pair of numbers (the refer-
rer) may mean a geographical location in one context (one possible referent), yet may 
mean a student’s examination and coursework marks in another (a different referent). 

Similarly, we can extend our consideration of pragmatics to include stylistics: the 
style in which language is written. The same pragmatic response may be stimulated 
by a different set of tokens (or the same set arranged with a different syntax) – this 
may produce a different emotional response. 

This Saussurian view of language as a static representation of meaning can be 
contrasted with the view of Bhaktin [2] who considers language to be a dynamic 
process whereby a text is interacted with and manipulated, and its meaning con-
structed dynamically. This active and engaged understanding, Bhaktin says, creates 
new meanings: “… establishes a series of complex interrelationships, consonances 
and dissonances … [and] various different points of view, conceptual horizons … 
come to interact with one another” [2]. 

While Bhaktin’s theory of the dynamic interpretation and negotiation of linguistic 
texts was primarily based around the social context of language interpretation and the 
construction of ideologies within cultures and institutions, it is a useful complement to 
the “language as representation” perspective presented above. We can use this alter-
nate view of “language as a process” in our framework for Information Visualization: 
a model of data embodied in a visualization must be explored, manipulated and 
adapted within a investigatory process resulting in enhanced understanding of its 
meaning. When there are two processing agents in a human-computer interaction 
context (the human and the computer), either or both can perform this processing. 

Thus, we can relate discussion of theoretical approaches to Information Visualiza-
tion to the concepts of 

• Interpretation of a visualization through its external physical form (referents, 
and lexical, syntactic, semantic, pragmatic and stylistic structures), an activ-
ity typically performed by a reader;  

• Exploration and manipulation of the external representation by the reader so 
as to discover more about the underlying model, typically done through in-
teraction facilities provided by a visualization tool; and 

• Exploration and manipulation of the internal data model by the system in or-
der to discover interrelationships, trends and patterns, so as to enable them to 
be represented appropriately. 
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The three sections that follow each take a different approach to suggesting a theory 
for Information Visualization. While they were not originally developed with the 
above linguistic model in mind, each can be related in some way to this framework. 

Natalia Andrienko takes a data-centric view, focusing on the dataset itself, and the 
tokens that describe it. She considers how the characteristics of the dataset and the 
requirements of the visualization for a task may be matched to determine patterns, 
thus predicting the most appropriate visualization tool for the given task. Thus, this 
section describes the exploration of the data model so as to identify the best syntax to 
use for given tokens (taking into account their referents and the desired semantics). 
She highlights the usefulness of systems which can explore the data model, predict 
the patterns in datasets, and facilitate the perception of these patterns. 

Matthew Ward’s starting point is communication theory, and this section is clearly 
focused on information content – the meaning of the visualization and maintaining the 
flow of information through all stages of the visualization pipeline. He discusses how 
we may assess our progress in designing and enhancing visualizations through con-
sidering measurements of information transfer, content or loss, thus providing a useful 
theoretical means for validating visualizations. In this case, there is no internal explo-
ration of the data, but it is the validity of the data after transfer from internal model to 
external representation that is considered important. 

T.J. Jankun-Kelly introduces two useful models for a scientific approach to visu-
alization, both of which are in their infancy. The visual exploration model describes 
and captures the dynamic process of user exploration and manipulation of visualiza-
tion in order to affect its redesign, thus using the pragmatic response of the user to 
determine a new syntactical arrangement. The second model, visual transformation 
design, uses transformation functions applied to the data model to provide design 
guidance based on visualization parameters, thus performing an initial exploration of 
the data model to suggest syntax to enhance the pragmatic response of the user. 

The paper concludes with a summary, and suggestions for future research. 

2  Predictive Data-Centered Theory  

Among other theories, Information Visualization requires a theory that could serve as 
a basis for instructing Information Visualization users how to select the right tools for 
their data and do data exploration and analysis with the use of these tools. The same 
theory could also help tool designers in finding right solutions. The following argu-
mentation is meant to clarify what kind of theory this could be. 

Most Information Visualization researchers agree that the primary purpose for us-
ing Information Visualization tools is to explore data in order to gain understanding of 
the data and the phenomena behind. Gaining understanding may be thought of as 
constructing a concept, or mental model, of the data or phenomenon. A model, in turn, 
can be considered as a parsimonious representation capturing essential features of the 
data rather than listing all individual data items; this means that a model necessarily 
involves abstraction. For example, from observing morning temperatures over several 
days, a person may build a concept of the increase or decrease of the temperature. 

Such an abstraction is based on a holistic grasp of characteristic features embrac-
ing multiple data items. We shall use the term “pattern” to refer to such features. In-
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crease and decrease are examples of patterns. A model may be a synthesis of several 
patterns each representing some part or aspect of the data. Thus, when the observation 
of the morning temperatures is performed over a sufficiently long period, the model 
will probably incorporate the patterns of both increase and decrease of the tempera-
ture. Furthermore, patterns may also be composed of sub-patterns. For instance, the 
behavior of the temperature may be conceptualized as a repeated “wave” where in-
crease is followed by decrease. Here, increase and decrease are basic, or atomic, pat-
terns, the “wave” is a composite pattern including the increase and decrease patterns, 
and the repetition of the “wave” is a pattern of a yet higher level, which incorporates 
the “wave” pattern. 

The main role of Information Visualization tools can be understood as helping the 
user to perceive patterns that could be used for building an appropriate model. This 
means, in particular, that a tool should facilitate the perception of (sub)sets of data 
items as units. For an appropriate support of the detection of patterns, a tool designer 
should know in advance what types of patterns need to be perceived (or otherwise 
detected) with the use of the tool. Then, after the tool is ready, it will be easy to ex-
plain to the users the purpose of the tool and instruct them how to detect the types of 
patterns the tool is oriented to. 

The types of patterns that may be meaningful for the user depend on the structure 
and properties of the data under analysis. Thus, in the analysis of a temporal series of 
numeric measurements (such as temperatures) it makes sense to look for such basic 
patterns as increase, decrease, stability, fluctuation, peak, and low point. However, 
when numeric measurements refer to a discrete unordered set as, for example, melting 
temperatures of various substances, the possible types of patterns may be groupings of 
elements with close values of the measurements and frequency-related patterns: 
prevalence of certain values or value intervals, frequent values or exceptional values 
(outliers). 

To support the designers and users of Information Visualization tools in the way 
described above, there is a need for a theory that could enable the possibility to pre-
dict, for a given dataset or a given class of datasets, what types of patterns may be 
found there. We specially emphasize the term types to exclude the possible impres-
sion of attempting to predict (and on this basis automatically detect) all specific pat-
terns hidden in specific data. Thus, a prediction that a dataset may contain groups 
(clusters) of objects with similar characteristics does not define what specific clusters 
are there. However, it orients tool designers, who will know that the tool must help 
the users to detect clusters, and users, who will know that they need a tool facilitating 
the detection of clusters. Then, if each Information Visualization tool and technique is 
supplied with an appropriate signature (i.e. what kind of data it is suitable for and 
what types of patterns it is oriented to), the user will be able to choose the right tool. 

The theory we are advocating in this section can be called data-centered predictive 
theory. The theory needs to include  

1. an appropriate generic framework for the characterization of various data 
types and structures; 

2. a general typology of patterns; 
3. a mechanism for deriving possible pattern types from data characterizations. 

Here, we present some preliminary ideas concerning these components of the theory. 
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2.1  Data Characterization Framework 

Data may be viewed abstractly as a set of records with a common structure, each 
record being a sequence of elements (such as numbers or strings) which either reflect 
the results of some observations or measurements or specify the context in which the 
observations or measurements were obtained. The context may include, for example, 
the place and the time of observation or measurement, and the object or group of 
objects observed. The elements that a data record consists of are called values.  

All records of a dataset are assumed to have a common structure, with each posi-
tion having its specific meaning, which is common to all values appearing in it. These 
positions may be named to distinguish between them. The positions are usually called 
components of the data.  

Definition: Characteristic component, or attribute, is a data component correspond-
ing to a measured or observed property of the phenomenon reflected in the data. 
Characteristic is a value of a single attribute or a combination of values of several 
dataset attributes. 

Definition: Referential component, or referrer, is a data component reflecting an 
aspect of the context in which the observations or measurements were made. Refer-
ence is the value of a single referrer or the combination of values of several referrers 
that fully specifies the context of some observation(s) or measurement(s). 

Definition: Reference set of a dataset is the set of all references occurring in this 
dataset. 

Definition: Characteristic set of a dataset is the set of all possible characteristics, (i.e. 
combinations of values of the dataset attributes). 

Definition: Multidimensional dataset is a dataset having two or more referrers. De-
pending on the number of referrers, a dataset may be called one-dimensional, two-
dimensional, three-dimensional, and so on. 

For example, the geographical location and the time are referrers for measurements of 
properties of the climate such as air temperature or wind direction, which are attrib-
utes. Each combination of location and time is a reference, and the corresponding 
combination of air temperature and wind direction is a characteristic. This is a two-
dimensional dataset as it has two referrers; the attributes are not counted as dimen-
sions. Referrers are independent components and attributes are dependent since the 
values of attributes depend on the context in which they are observed. In data analy-
sis, it is possible to deal with selected attributes independently from the others; how-
ever, all referrers present in a dataset need to be handled simultaneously. 

Data may be viewed formally as a function, in the mathematical sense, with the re-
ferrers being independent variables and the attributes being dependent variables. The 
function defines the correspondence between the references and the characteristics 
where for each combination of values of the referential components there is at most 
one combination of values of the attributes. 

The structure of a dataset is characterized by specifying which components it in-
cludes, which of them are referrers, and which ones are attributes. Additionally to 
this, it is necessary to specify the properties of the components. The relevant proper-
ties are: 
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• whether distances exist between the elements. Any continuous set such as 
time, space, and values of temperature has distances, but there may be dis-
tances also in discrete sets such as a set of integer values denoting numbers of 
some items. The discrete set of substances has no distances. 

• whether and how the elements are ordered. Thus, time moments are linearly 
ordered and may also be cyclically ordered, depending on the time span of 
observations. 

It should be noted that a set consisting of combinations of values of several compo-
nents does not inherit the properties of the individual components. Thus, a set of 
combinations of values of melting temperature and atomic weight is only partly or-
dered although the value sets of the original attributes are fully ordered. This data 
characterization framework is presented in more detail in [3]. 

2.2  Patterns 

Definition: Pattern is an artifact that represents some arrangement of characteristics 
corresponding to a (sub)set of references in a holistic way, i.e. abstracted from the 
individual references and characteristics.  

This is a more generic definition than is given in data mining: “a pattern is an ex-
pression E in some language L describing facts in a subset FE of a set of facts F [i.e. 
a dataset, in our terms] so that E is simpler than the enumeration of all facts in FE” [4]. 
In our definition, we mean any kind of representation, for example, graphical or 
mental. 

We posit that all existing and imaginable patterns may be considered as instan-
tiations of certain archetypes (or, simply, types). It is quite reasonable to assume 
that such archetypes may exist in the mind of a data analyst and drive the process of 
visual data analysis, which is commonly believed to be based on pattern recogni-
tion: the analyst looks for constructs that can be regarded as instances of the exist-
ing archetypes. 

A pattern-instance may be characterized by referring to its type and specifying its 
individual properties, in particular, the reference (sub)set on which the pattern is 
based. Properties may be type-specific (for example, amount and rate of increase). 

2.3  Pattern-by-Data Typology 

The following table defines the basic types of patterns in relation to the characteristics 
of data for which such pattern types are relevant. We cannot guarantee at the present 
moment that this typology is complete; further work is obviously needed. Note that 
neither the columns nor the rows of the table are mutually exclusive. Thus, when the 
characteristic set is ordered and has distances, the pattern types from all columns are 
relevant. Similarly, when the reference set is linearly and cyclically ordered, the pat-
terns from all rows are possible. 

These basic pattern types may be included in composite patterns. The types of 
composite patterns depend on the properties of the reference set: 
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Characteristic set 
Reference set 

Any Ordered Has distances 

Any Even frequencies 
of the values, 
prevailing values, 
rare values 

Tendency toward 
high, low or me-
dium values 

Groups (clusters) of 
references with 
close characteristics 

Linearly ordered Constancy, 
change, specific 
value order 

Increase, de-
crease, peak, low 
point 

Gradual change, 
sharp change  

Cyclically ordered Frequency of 
value appearing in 
certain positions 
of the cycle 

Cyclical increase 
and decrease 

Gradual or sharp 
changes within the 
cycle and between 
cycles 

Has distances Homogeneity or 
heterogeneity, 
large or small 
regions of con-
gruency 

Flatness, eleva-
tion, depression, 
peak, depth, pla-
teau, valley 

Smoothness (small 
differences between 
characteristics of 
neighboring refer-
ences), abruptness 
(big differences) 

1. For any kind of reference set: repeated pattern, frequent pattern, infrequent 
pattern, prevailing pattern; 

2. For a linearly ordered reference set: specific sequence of patterns, alterna-
tion; 

3. For a cyclically ordered reference set: cyclically repeated pattern; 
4. For a reference set with distances: constant distance between repetitions of a 

pattern, patterns occurring close to each other. 

Any composite pattern may, in turn, be included in a bigger composite pattern, for 
example, a frequently repeated pattern where increase is followed by decrease. 

2.4  Directions of Further Work 

What is presented in this section is only an initial sketch of the data-centered predic-
tive theory. Further work is required to ensure the comprehensiveness of the pattern 
typology. Particular attention needs to be paid to multi-dimensional data. It is also 
necessary to define pattern types used to represent relationships between attributes or 
between phenomena (represented by several datasets differing in structure) such as 
correlation (co-occurrence) or influence. 

Then, it is necessary to evaluate Information Visualization techniques according to 
the types of data they are suited for and the types of patterns they help to elicit. This 
can form an appropriate basis for instructive books and courses for users of Informa-
tion Visualization tools. 
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3  Information Theory 

3.1  Visual Communication 

Information visualization can be viewed as a communication channel from a dataset 
to the cognitive processing center of the human observer. This suggests that it might 
be possible to employ concepts from the theories of data communication as a mecha-
nism for evaluating and improving the effectiveness of information visualization 
techniques. While there are several early papers that tried to establish linkages be-
tween HCI in general to information theory [5], it might be time to revisit this concept 
in light of all the progress that has been made in information visualization in the past 
two decades. 

We must start with defining information, as it is the core of information visuali-
zation. 

Schneider defined information as “always a measure of the decrease of uncertainty 
at a receiver” [6] while Cherry stated “Information can only be received where there 
is doubt; and doubt implies the existence of alternatives where choice, selection, or 
discrimination is called for” [7]. Measuring information is a topic found in many 
fields, including science, engineering, mathematics, psychology, and linguistics. In-
formation theory, which primarily evolved out of the study of hardware communica-
tion channels, defines entropy as the loss of information during transmission; it is also 
referred to as a measure of disorder or randomness. Another important term is band-
width, which is a measure of the amount of information that can be delivered over a 
communication channel in a given period of time. We will attempt to analyze infor-
mation visualization using this terminology. 

Information can be categorized in a number of ways. MacKay [8] identifies three 
types of information content: 

• Selective information-content: This is information that helps the receiver 
make a selection from a set of possibilities, or narrows the range of possibili-
ties. An example might be a symptom that helps make a diagnosis. 

• Descriptive information-content: This type of information helps the user 
build a mental model. Two types of descriptive information content have 
been identified: 
– Metrical: this type of observation increases the reliability of a pattern, 

e.g., a new member of an existing cluster (sometimes termed a metron). 
– Structural: this type of observation adds new features or patterns to a 

model/representation, e.g., a new cluster (termed a logon). 
• Semantic information-content: This type of information is not covered in 

classical information theory. It lies between the physical signals of commu-
nications (called the syntactic) and the users and how they respond to the 
signals (called the pragmatics). The pragmatics are the domain of psychol-
ogy, both perceptual and cognitive. 

While the first two classes of information content lend themselves well to measure-
ment, it is much harder to determine measures of semantic content, as this in general 
is very specific to individuals. 
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3.2  Measuring the Amount of Information 

There have been many efforts to date to quantify the amount of information in a 
communication stream. If we think of plain text, there are numerous quantifiable 
features, including: 

– The total number of words per minute 
– The occurrence of specific words 
– The frequency of occurrence for each word 
– The occurrence of word pairs, triples, phrases, and sentences. 

There are problems, however, with such simplistic, syntax-only measurement. Words 
can have variable significance; some are unnecessary or redundant. Many words can 
encode the same concept. In fact, reading text or hearing speech may have no affect 
on one’s uncertainty regarding the subject of the text, e.g., you may already have 
known it, or you don’t understand the meaning of the words or their implied concepts. 
This implies that the measurement of information content or volume can be specific to 
the individual receiver and, as we’ll see later, the task that is being performed based 
on the communication. 

Can we perform similar analysis on a dataset? Consider a table of numeric values. 
Features of potential interest in the dataset include: 

– The count of number of entries or dimensions 
– The values 
– Clusters and their attributes (number, size, relations, …) 
– Trends and their attributes (size, rate of change, …) 
– Outliers and their attributes (number, degree of outlierness, relation to dense 

regions, …) 
– Associations, correlations and any features between records, dimensions, or 

individual values. 

In fact, we can observe that a featureless dataset is not differentiable from random 
noise: all values are equally likely. Features and relations can also vary in their mag-
nitude, certainty, complexity, and importance. Clusters may differ in size; outliers 
may vary in their distance to the main body of data; features may be comprised of 
many sub-features; in many cases, a feature that is significant to one observer may be 
considered noise by another. Recently, researchers have proposed measuring and 
counting insights [9], which are new knowledge gained during visual analysis. These 
insights are generally specific to a particular task, some of which include [10]: 

– Identify data characteristics 
– Locate boundaries, critical points, other features 
– Distinguish regions of different characteristics 
– Categorize or classify 
– Rank based on some order 
– Compare to find similarities and differences 
– Associate into relations 
– Correlate by classifying relations. 

For each of these tasks, we might have different accuracy requirements as well, which 
can influence the resolution at which feature extraction is accomplished during com-
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munication. Thus, for example, the tasks of detecting, classifying, and measuring a 
particular phenomenon each have their own accuracy demands. The tasks to be per-
formed also have an implication on the types of information that the visualization 
must be able to convey; categorization and ranking imply that the visualization must 
have high selective information content, while identifying characteristics and bounda-
ries are part of building a mental model and thus require good descriptive information 
content. 

Returning to our dataset and the simplistic features and relations that are contained 
in it, we can try to quantify the volume of information and then measure how much of 
this volume a visualization technique is capable of effectively conveying. If we as-
sume a table of scalar values (M records, N dimensions or variables), the number of 
individual values to be communicated is M*N, and the maximum resolution required 
is the number of significant digits. Often, however, the available visual resolution is 
far less than that of the data. We can then count all the pairwise relations between 
records, or dimensions, or even values. For records, this would be M*(M−1)/2, and 
similar for dimensions and values. Then there are relations that are 3-way, 4-way, or 
even among an arbitrary number of elements, e.g., in clustering tasks. Clearly, there 
are too many possibilities to consider them all, so perhaps we need a different tactic. 

3.3  Measuring Information Loss 

Perhaps it is easier to measure loss of information (entropy) during the visualization 
process than the total information content of a dataset. There are several techniques in 
common use for data transformation for visualization that provide an implicit measure 
of information loss. For example, multidimensional scaling, a process commonly used 
for dimensionality reduction, provides a measure of stress, which is the difference 
between the distances between points in the original dimensioned space and the corre-
sponding distances in the reduced dimension space. Similarly, when using principal 
component analysis for performing this reduction, the loss can be measured from the 
dropped components. Cui et al. [11] developed measures of representativeness when 
using processes such as sampling and clustering to reduce the number of data records 
in the visualization. These measures, based on nearest neighbor computations, histo-
gram comparisons, and statistical properties, give the analysts control over what was 
termed abstraction quality, so they are aware of the trade-offs between speed of ren-
dering, display clutter, and information loss. They, however, did not consider the 
perceptual issues, which are very dependent on the particular visual encoding used. 

Distortion techniques such as lens effects and occlusion reduction also provide the 
analyst with trade-offs between accuracy and visual clarity. Each results in a trans-
formation (typically of an object’s position on the screen) that is meant to improve the 
local interpretability at the cost of accuracy of global relations. It would be interesting 
to see measures of these competing processes to gauge the overall implications. 

Another transformation that can impact on the information being communicated in 
a visualization is the ordering of records and dimensions. Ordering can reveal trends, 
associations, and other types of relations, and is useful for many tasks. There are many 
possible orderings of a table of M records and N dimensions. The key is to determine 
which are the most useful. An ordering can convey many pairwise relations. If there 
are M records, an ordering can communicate M-1 of the M*(M−1)/2 possible pair-
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wise relations. Many researchers have studied ways of selecting a useful ordering, 
including Bertin’s reorderable matrix [12], Seo and Shneiderman’s rank-by-feature 
techniques [13], and Peng et al.’s reordering for visual clutter reduction [14]. In all 
cases, a user should be able to prune orderings to emphasize those that show trends, 
groupings, or other discernable patterns. Thus far most research has focused on sim-
ple 1-D orderings, but higher level orderings and structures (e.g., hierarchies) have 
also been studied. 

3.4  Hardware and Perceptual Limitations 

This discussion of information content would not be complete without also consider-
ing the limitations imposed by the visual communication channel (i.e., the display) 
and receiver (the human visual perception system). Regarding the channel and its 
capacity, modern displays are limited to somewhere on the order of one to nine mil-
lion pixels, although tiled displays can increase this substantially. The color palette 
generally has a size of 224 possible values, although the limitations of human color 
perception take a big chunk out of this. Finally, the refresh rate of the system, typi-
cally between 20 and 30 frames per second, limits how fast the values on the screen 
change, though again the human limitations of change detection mean that much of 
this capability is moot. 

Regarding these human limitations, from the study of human physiology we know 
that there are approximately 800k fibers in the optic nerve. We can perceive 8-9 levels 
of intensity graduation, and require a 0.1 second accumulation period to register a 
visual stimulus. In addition, we have a limited viewable area at any particular time, 
and a variable density of receptors (much less dense in the peripheral vision). Studies 
have shown we have a limited ability to distinguish and measure size, position, and 
color, and the duration of exposure affects our capacity. Finally, it has been shown 
that our abilities are also related to the task at hand; we are much better at relative 
judgment tasks than absolute judgment ones. 

3.5  Measuring Information Content on Visualizations 

We now look at methods that have been used in the past for measuring the informa-
tion content in a data or information visualization. For completeness sake, some of 
these are quite trivial. For example, simply counting the number of data values shown 
is a valid measure. The issue in this case would be how to deal with partial occlusion. 
In some cases this would be acceptable if sufficient information remains visible to 
make identification or recognition possible. Tufte [15] suggested the data-ink ratio as 
an indicator of information content, though tick marks, labels, and axes are often 
essential for appropriate identification. Many researchers have used counts of the 
number of features or patterns found in a particular amount of time. Ward and Ther-
oux [16] counted the number of clusters and outliers found by users in different visu-
alizations, while Suraiya et al. [9] counted insights discovered. In each case, a ground 
truth is needed to verify that what was found was really present. Similar experiments 
have been used to measure classification, measurement, and recall accuracy. 

There are many other issues when attempting to measure information in a visuali-
zation. As mentioned earlier, distortion and other transformations can improve the 
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readability of a visualization, but introduce errors in the data themselves. Data may 
have uncertainty attributes associated with them, which can interfere with the meas-
urement. On the other hand, there are numerous examples of improving information 
content by using novel layout, shape, and color strategies or augmenting the visualiza-
tion with links, boundaries, and even white space. The amount of information con-
tained may also be enhanced using redundant mappings, which improves the chances 
of successful reception by the viewer. Finally, the use of animation to communicate 
information in an incremental fashion can be quite effective; it is lossy communica-
tion, as viewers quickly forget some of what they have seen, but the ability to replay 
the animation can replace some of this lost information. 

3.6  Case Study: Parallel Coordinates 

As an example of this information measurement activity, let us consider parallel coor-
dinates, a popular multivariate visualization technique. The first question is how well 
does this technique present the values of a dataset? For individual values, this method 
has very high resolution, given most of the screen height can be used to convey the 
value. This implies the technique possesses high selective information content, at least 
on individual dimensions, as separation into sub-ranges is facilitated by the amount of 
screen space allocated to convey values. However, the loss due to occlusion can be 
high, especially for nominal variables. This loss is somewhat mitigated by the varying 
slopes of lines ending/starting at axes, which allows some degree of differentiation. 
Relationships among data along an axis can be emphasized via embedded histograms, 
as found in some implementations of parallel coordinates. In terms of relationships 
between dimensions, this method is limited to showing pairwise relations, with N-1 
out of the N*(N-1)/2 possible relations shown. Automated dimension ordering can 
help reveal interesting relationships, as seen in [14]. Relationships between records 
are problematic due to the ambiguous continuity of records that intersect on one or 
more axes. Coloring the lines based on a record ID can help with modest sized data-
sets. We can also use animation along an axis or based on an order to expose some 
inter-record relations. Intersections and near-parallel edges can reveal partial struc-
tures (between dimension pairs), and techniques such as Hierarchical Parallel Coordi-
nates [17] can show grouping relations, though there is loss of individual data values. 
Each of these methods enhances the descriptive information content of the visualiza-
tion, thus helping analysts form mental models of the data. 

Through analyzing these augmentations of parallel coordinates we see that many 
recent innovations to parallel coordinates target different types of information loss 
resulting from this means of mapping data. For example, we see efforts to preserve 
and emphasize outliers in a paper by Novotny and Hauser [18]. However, many other 
issues still exist; there are still many data features that cannot be readily perceived and 
tasks that are difficult to perform using parallel coordinates. 

3.7  Conclusions 

To summarize, we feel there are many aspects of information visualization research 
that can find analogies in the concepts of information theory - it is all about commu-
nication. Perhaps finding such a formal structure on which to ground our efforts can 
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potentially reduce the amount of ad hocness in the field. The key is to define meas-
ures of information transfer, content, or loss at all stages of the pipeline as a means of 
assessing our progress in the development of new visualization techniques and en-
hancement of existing ones. 

4  Formal Models for a Science of Information Visualization  

Information visualization utilizes computer graphics and interaction to assist humans 
in solving problems. As such, it incorporates elements of a constructive, formal sci-
ence (the algorithmic and development aspects) with aspects of an empirical science 
(for measuring effectiveness and validity). Surrounding both are engineering efforts to 
improve the overall system. This section discusses the relationship between these 
three parts of the visualization discipline, and suggests that a deeper exploration of 
formal, scientific models is needed for a strengthening of the field. 

4.1  The Need for Models 

Traditionally, visualization has focused on the engineering aspects while importing 
“scientific” elements as needed. However, even this borrowing has not been suffi-
ciently utilized. To illustrate this, consider archetypical topics from an information 
visualization course syllabus: 

• Exploration: The process of visual exploration in a larger context 
• Perception: Fundamental mechanisms for human visual perception 
• Visual Cognition: How perception translates to thought and action 
• Color: Aspects of color for visualization 
• Techniques: Specific visualization metaphors, including interaction 
• Evaluation: Measuring the effectiveness of a visualization design 

A survey of visualization education programs has found that most such programs 
focus on visualization techniques (the engineering core) in detriment to the founda-
tional aspects (the scientific core) [19]. As a further example, consider that rainbow 
colormaps are still entrenched in visualization research [20] while ample scientific 
evidence demonstrates their muddling effect [20,21,22]. The ease of utility for provid-
ing rainbow colormaps does not outweigh the costs in terms of a user's time - the 
primary currency of users [23]. 

Examining the previous list, it is apparent that only the Techniques topic deals ex-
tensively with the engineering aspects of visualization design. While these efforts are 
vital to providing actual tools to users, the other elements are needed to provide a 
solid foundation to guide those efforts. For example, perceptual literature is grounded 
in empirical results with a strong scientific pedigree. A key aspect of these results is 
the formal models which are generated to explain the results. Such models are both 
descriptive - they encapsulate the factors of the empirical experiment and describe a 
mechanism for their operation - and predictive - they generalize the description to a 
larger context by predicting future behavior. The predictive nature of the models fa-
cilitates visualization design: it is the predictive nature of color perception models that 
explains the limitations of rainbow colormaps [22].  
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Fig. 1. Topics in a Formalized Information Visualization Course. Dark grey topics are based 
upon formal foundations in other disciplines; light grey topics are yet-to-be-developed visuali-
zation-specific formal foundations. 

4.2  A Move to Visualization Formalisms: The Two Models 

There have been several recent calls for an establishment of a “theory” and “science” 
behind visualization [24,25]; this need can be partially addressed via formal scientific 
models. If we accept that information visualization needs a formal foundation, the 
question remains whether the existing models from perceptual psychology and cogni-
tive science are sufficient. The problem with these formalisms is they do not address 
the specific problems of visualization. While they provide general guidelines, models 
from non-visualization fields do not consider the context of the visualization envi-
ronment - the user and the computer. What is needed is a set of formal foundations 
that bridges the gap between the general human experience and the visualization do-
main (Figure 1). We propose two models for this purpose: an exploration model that 
incorporates the user's interaction with the visualization and the dynamic aspects of 
their analysis, and a transform design model which encapsulates the depiction and 
constructive aspects of the visualization. These models would abstract fundamental 
principles of visualization science and design, and thus proscribe (via their predictive 
power) empirically driven practices. 

4.3  Visualization Exploration Model  

Visualization exploration is a goal-driven task incorporating visual search and infor-
mation seeking. It is an iterative process - a user creates a visualization result, evalu-
ates its worth, and then manipulates the visual parameters (e.g. color maps, selection 
regions) creating new results until satisfied. Thus, any formal model of computer-
mediated visual exploration must capture the cognitive operations and how those 
realized actions manipulate the visualization. Cognitive operations are the domain of 
cognitive science, and several methods exist to model the human analysis process 
[26]. To bridge this work to visualization, two additional levels are needed: first, a 
description of the visual information search process and how it affects human cogni-
tion; second, a model of how the visualization session evolves due to human interac-
tion. Visual sensemaking models such as the information foraging work of Pirolli and 
Card [27] begin to address the first need. Formalisms that capture the range of human-
visualization interactions are targeted at the second [28,29,30]. 
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Original Visualization Session Graph Refined Visualization 

Fig. 2. Analysis and evolution of a network traffic visualization. The original interface (a) uses 
colored lines connected to the edges of a square to depict changes. A formal model was used to 
capture interaction with the tool, and these sessions were analyzed to improve the interface (b). 
The redesigned interface (c) makes the exploration more efficient by displaying all event types 
individually and combined. 

There are several benefits to a complete visualization exploration model. An under-
standing of how humans process visual cues in order to make exploration decisions 
can inform visualization design. For example, this “information scent” has been used 
to understand the cost-benefit trade-offs of different focus+context visualizations and 
to formally understand efficient web interfaces [31,32]. Similarly, a formalism for the 
visualization process lends itself to analysis to measure the user's efficiency of explo-
ration [33,34]. Clusters of similar results (based upon metrics) during the session 
suggest redundant exploration; analysis of sessions based upon these metrics illumi-
nate the path to more effective design [29,35] (Figure 2). 

4.4  Visualization Transform Design Model 

An exploration model describes and predicts a human's interaction with a visualiza-
tion system based upon its design. This model neglects to describe the components 
that compose the design or provide initial design guidance. To provide this guidance, 
visualization transform design models are needed. A visualization transform is the func-
tion that computes the depicted result from visualization parameters – elements such as 
brushed graph nodes or opacity maps that dictate the rendered result. Significant work 
has expressed different mechanisms for constructing such transforms [36,37,38,39,40] 
(see Figure 3 for an extended example), but these categorizing efforts lack two things 
to provide a formal foundation. First, they do not utilize perceptual and cognitive 
literature to suggest and evaluate design decisions; second, most do not address the 
evolution of transforms and the utilization of extra-visualization tools important to the 
analysis (e.g., statistical packages). Efforts in providing design guidance for data 
display has been investigated [41,42,43] and formal algebras for transform modifica-
tion have been recently presented [44,45]. However, these distinct contributions re-
quire effort to unify and to validate for a complete and cohesive scientific foundation. 

A complete, predictive transform design model will yield several benefits. Toolkits 
for visualization creation benefit by providing guidance on suitable, less suitable, and 
unsuitable component choices. Visualization pedagogy will improve due to a vali-
dated foundation for techniques. Further, formal models will lead to objective metrics 
for evaluating a transform's effectiveness. All of these enhancements feed back into a 
visualization system, improving its potential utilization. 
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(a) Routing 

Visualization 
(b) Visualization Transform Components 

 

Fig. 3. A depiction of the revised network routing visualization transform. Nodes represent the 
state of the data (e.g., a table of events) while edges represent operators or interactions (e.g., 
parsing the data). In this example, the network visualization is combined with a graph visualiza-
tion by embedding the results of the former within the latter. The graph itself is a composition, 
merging a spanning tree and the original graph to layout the selected sub-graph. Back-
propagation of state due to interaction is included. The depiction is based upon an extended 
Data State transform model. 

4.5  The Value of Visualization Craft 

A research program investigating scientific grounding for visualization is not meant to 
diminish the importance of the engineering component of visualization. Visualization 
is a tool for humans; engineering efforts form the basis of providing such tools. For-
mal exploration and design models can guide the creation of a visualization system; 
however, as is the case now, multiple comparable techniques will often solve the same 
problem. Thus, the craft of visualization - the confidence in design choices gained 
through experience - will still be needed to decide between the choices a formal 
model provides. Inspiration and creativity will not be eliminated by a more rigorous 
foundation; the foundation will serve as a springboard for such endeavours. 

4.6  What Is Left to Be Done 

Formal foundations for a science of information visualization are still in a nascent 
stage. Elements of complete exploration and transform models exist; however, they 
have neither been reconciled with each other nor validated for their correctness. A 
close collaboration between perceptual psychologists, cognitive scientists, visualiza-
tion researchers, and practitioners is needed to drive research into foundations: per-
ceptual and cognitive scientists provide the human-based foundations, practitioners 
provide the case studies for observation and validation of models, and visualization 
researchers will form the domain-specific bridge between them. 

Humans and computers play an integrated role in the development and utilization 
of visualization. A formal foundation would measure the efficiency of the former, and 
guide the design of the latter in order to create a more effective whole.  
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5  Conclusion  

The three discussions of Information Visualization presented here draw on existing 
theories of data-centric prediction, information communication and scientific model-
ing, and relate in different ways to the linguistic framework defined in the introduc-
tion. A single uniting theory of Information Visualization may be impossible due to 
its strong relationship to and use of several other diverse disciplines (e.g. psychology 
(perception, cognition and learning), graphic design and aesthetics).  

Investigating theoretical approaches used in other disciplines, and their relation to 
Information Visualization, is an obvious way forward, and can provide a useful way 
for researchers in the area to present, discuss and validate their ideas; it is hoped that 
the over-arching linguistics-based framework of representation, user exploration and 
manipulation, and system exploration and manipulation will prove useful in linking 
the constituent theories together. The more solid theoretical analyses that Information 
Visualization researchers or tool designers can call on in defending or validating their 
work, the more secure the discipline will be. 
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Vejdes Plats 7, SE-351 95 Växjö, Sweden,
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Abstract. Teaching InfoVis is a challenge because it is a new and grow-
ing field. This paper describes the results of a teaching survey based on
the information given by the attendees of Dagstuhl Seminar 07221. It
covers several aspects of offered InfoVis courses that range from differ-
ent kinds of study materials to practical exercises. We have reproduced
the discussion during the seminar and added our own experiences. We
hope that this paper can serve as an interesting and helpful source for
current and future InfoVis teachers.

1 Introduction

Education is an important aspect of any emerging and rapidly evolving disci-
pline and this is certainly the case in Information Visualization (InfoVis) with its
emphasis on the exploratory development of knowledge. Most of the researchers
participating in the Dagstuhl seminar and contributing to this volume are in-
volved in helping students graduate with competencies in visualization. The
growing number of courses in Information Visualization is matched by the vari-
ety of styles of courses offered, in terms of course content, materials used, and
evaluation methodologies. Attendees at Dagstuhl seminar were curious to learn
about the courses others offered and the approaches and resources that were be-
ing used, and so a session on Information Visualization teaching and education
was held.

To prepare for that session and benchmark current offerings, Keith Andrews
from Graz University, Austria, prepared a survey about InfoVis-related courses
and distributed it to the attendees. The survey was intended to gather a va-
riety of information, mostly demographic, including teaching styles, textbooks,
enrollments, teaching aids, examinations, etc. Nineteen participants completed
the survey and described their courses. This paper presents the survey results
and includes the perspectives of some of the participants in relation to their
own teaching experience in light of these and discussions amongst colleagues at
Dagstuhl.
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The survey consisted of four different parts. The specific questions included
in each part are listed below.

1. General Information

(a) Instructor name
(b) Educational organization
(c) Title of course
(d) Course home page (URL)
(e) Last taught (date)
(f) Course level (graduate or undergraduate)
(g) Course hours per week
(h) Course number of weeks
(i) Enrollment (number of students)

2. Teaching Aids

(a) Do you use one or more textbooks (yes, no)?
i. If so, which ones?

(b) Do you assign papers for compulsory assigned reading (yes, no)?
i. If so, which ones?

(c) Do you have your own set of lecture notes (yes, no)?
i. URL (if available)?

(d) Do you have teaching assistants for the course (yes, no)?
i. If so, how many?

3. Practical Exercises (Projects)

(a) Do you use practical exercises or projects (yes, no)?
i. If so, please describe a typical exercise or project.
ii. If so, how do you grade the practical exercises or project?

4. Examination or Test

(a) Do you have an examination (yes, no)?
i. If so, written or oral exam?
ii. If so, please describe a typical exam question.

Firstly, we briefly review the results of the survey. Section 3 summarizes the
topics discussed during the interactive session on teaching at the seminar. Fi-
nally a selection of participants reflect upon how these issues relate to their own
experience of teaching Information Visualization in Section 4.

2 Results

We present the results in four sections, one for each of the sections of the survey.
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2.1 General Information

The first part of the survey gives an overview of the courses offered at the dif-
ferent universities represented by the Dagstuhl participants and provides some
details about the courses themselves. Table 1 shows the responses obtained from
this part. A balance of European and North-American universities were repre-
sented by participants in the survey results. The majority of courses were focused
on the “core field” of information visualization (about 68%). Two courses were
about visualization/computer graphics in general, and the rest were about appli-
cation fields (e.g. geographic visualization) or broader topics, such as information
interfaces or visual communication. This scope reflects the broad and interdisci-
plinary nature of Information Visualization and provides some indications as to
why developing an agreed Information Visualization curriculum may be difficult.

Most of the courses (79%) had their own publicly accessible web page provid-
ing access to course related information. Nearly all the referenced courses were
given in 2006 and 2007. Since all the responding instructors are active researchers
in the field as well, we can assume that all these courses covered the current state
of the art in information visualization. Because the detailed curriculum for the
courses was not part of the survey, we do not have details about actual course
content. The web pages associated with each of the courses are a rich source of
information however and we used these to gather keywords associated with the
curricula of each. Figure 1 shows a tag cloud generated from these keywords that
gives a flavor of the variety and importance of different topics across the courses.
The dominant words reflect some of the tensions in Information Visualization
education, with a collective need to focus on data—its dimensionality and struc-
ture, techniques for layout and visual encoding and people and their responses
to these methods and the systems through which they are accessed. Perhaps
the tag cloud and the varied responses suggest a need for systematic research to
learn about the range of approaches that are used in teaching Information Vi-
sualization and related topics. The session discussion, summarized in Section 3,
led to more insight about this, but it was not a comprehensive examination.

Most courses were taught at the graduate level, with only two being un-
dergraduate courses. At the bottom of Table 1, descriptive statistics about the
results of questions Q1g-Q1i on course duration and size are provided. The av-
erage duration of a course and the number of hours of weekly meeting time are
relatively consistent across the group. Note that most class sizes are relatively
small, echoing the fact that Information Visualization is still a relatively new
and growing area. Here, the undergraduate course #16 seems to be an outlier
because of its large enrollment. However, this course is a compulsory course
on computer graphics and visualization, and the instructor plans to divide this
course into two parts in the future.

2.2 Study Materials and Teaching Aids

Textbooks (Q2a): About 72% of all the instructors (13 in total) used one or
more textbooks in their courses. The most popular books were those by Colin
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Fig. 1. Tag cloud of course topics. Includes courses with Web pages in the English

language for which a URL was provided.

Ware and Robert Spence. The following list shows all books used by instructors
of InfoVis courses in descending order of popularity.

1. Information Visualization: Perception for Design. Colin Ware [71].
2. Information Visualization: Design for Interaction. Robert Spence [62].
3. Readings in Information Visualization: Using Vision to Think. Stuart Card,

Jock Mackinlay, and Ben Shneiderman (Eds.) [8].
4. Envisioning Information. Edward Tufte [67].
5. Visualisierung – Grundlagen und allgemeine Methoden, Heidrun Schumann

and Wolfgang Müller [58] (in German).
6. – Human-Centered Visualization Environments. Andreas Kerren, Achim

Ebert, and Jörg Meyer (Eds.) [35].
– Information Visualization: Beyond the Horizon. Chaomei Chen [9].

Some respondents noted that they also used Tufte’s other books [69, 68] for
specific aspects of the course or as a focused topic, rather than as a general
textbook. Other courses cover more general fields, such as (Data) Visualization
(#5, #18, . . . ), with information visualization as part of them. In these courses,
other textbooks were used, for example the VTK Book [57], Designing Visual
Interfaces by Mullet and Sano [50], or [58, 30, 42, 16, 18]. Those teaching visual-
ization in a particular domain (e.g. GeoVisualization (#2)) used more specific
texts associated with the relevant discipline [60,15,49]. Figure 2 shows the usage
of books for all courses listed in Table 1.

Papers for Compulsory Assigned Reading (Q2b): 68% of the courses
used research papers for compulsory assigned reading. Many different papers
were used so an exhaustive listing here is not appropriate. Most papers were
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Fig. 2. Usage of books for all courses ordered by publication date.

selected from the IEEE InfoVis and Vis Conference proceedings as well as from
the ACM CHI proceedings.

Students typically had to prepare a short presentation about a research paper
in these courses. This helps students gain skills in oral communication (partic-
ularly if presentations are critiqued in class) and helps the courses to explore a
variety of different visualization approaches and techniques in discussion. Such
a presentation also could be part of a larger practical exercise or project (see
Section 2.3).

Own Lecture Notes (Q2c): Interestingly, all the instructors used their own
course lecture notes (many as PowerPoint slides). 58% published their lecture
notes on the course web site without any restriction. We assume that the re-
maining instructors either offered their notes on the web with restricted access
or simply used the notes to lecture from.
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Teaching Assistants (Q2d): More than the half of all instructors (58%) had
no teaching assistant (TA) to support their course. In these cases, we can assume
that instructors also supervised practical exercises which were offered in almost
all courses. Only two courses were supported by two TAs, and the rest had
one TA. These figures may be due to small classes that were reported in most
cases, but might be indicative of a lack of support for teaching and learning in
Information Visualization, which is a very practical activity. Any such trend may
be of concern to InfoVis educators.

2.3 Practical Exercises

Survey analysis showed that nearly all courses (95%) had practical exercises
or projects. However, a wide variety of different types of exercises were noted.
One of the most common practical exercises cited was to have students use
InfoVis tools and then critique them. For example, students may choose from
a set of provided interesting datasets (election results, finance data, etc.) and
then they examine the datasets using the different InfoVis systems to reason
about analytic questions or tasks provided by the instructor or generated by
the student. These exercises often conclude with a written report evaluating
the tools and their effectiveness for the analysis. Alternately, some instructors
give students freedom to choose/generate their own input data. From the survey
results, the tools used most in such exercises are as follows:
– Spotfire, TIBCO Software, Inc. [63],
– TableLens, Inxight Software, Inc. [66],
– ILOG Visualization Suite, ILOG, Inc. [26],
– Tableau Desktop, Tableau Software, Inc. [65],
– InfoZoom, humanIT Software GmbH [27], and
– KidPad, University of Maryland [38].

The KidPad tool provides a set of zooming user interface and visualization facil-
ities so it can be used to develop small stand-alone visualizations on individual
topics. Thus, students may be asked to build a visualization on the basis of self-
chosen or self-generated data sets together with some conditions, e.g., to think
about designing overviews or spatial layout.

Another common approach of practical exercises is based on the idea that
students should implement the fundamental idea of a research paper. As a first
step, students (typically groups of at most three students) choose a paper from
a list given by the instructor. Next, the students prepare a brief presentation to
explain the fundamental idea and to give an overview on the planned implemen-
tation. This presentation helps to minimize the danger that the students will
become too focused on low-level details. To conclude, the students present and
demonstrate their tools in the classroom.

A last example of a common practical exercise is based on a special type of
data in information visualization: graphs and networks. In order to help students
better appreciate the difficulty of graph layout, the instructor has students draw
a small graph of 10-15 nodes based on only the connectivity of the graph’s
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vertices. Students are instructed to make their graph drawing as aesthetically
pleasing as possible. When all the drawings are submitted, students view all the
different efforts and vote to select the best ones. In class discussion, students
explain why they voted as they did, and this can lead to a discussion of graph
drawing metrics, e.g., that edge crossings and bends have a negative effect on
aesthetic quality, etc. Such metrics are the basis of graph drawing algorithms
that could be analyzed by the students in a second step.

Grading of Practical Exercises: One can classify the described approaches
for practical exercises into two main groups:

1. implementation of a specific technique or implementation of a visualization
to solve a specific problem, and

2. examination of the usefulness of a given tool or visualization approach, such
as a commercial visualization system or graph drawing metrics, etc.

Grading of assignments of the first type can based on the overall quality of the
implementation itself, i.e., the instructor and/or TA evaluate the needed time,
aesthetic aspects, level of effort (complexity), usability, and capability provided
by the tool to get more insight about the chosen data set. Both types of assign-
ments can be combined with an oral presentation in the classroom. In this case,
the quality of the presented slides, lecture style, originality, and the presentation
quality itself can be used to evaluate presentation skills if these are intended
learning outcomes—and it is increasingly acknowledge as desirable to incorpo-
rate the teaching and learning of skills into the subject-area curriculum rather
than dealing with this independently. The survey yielded one interesting case in
which the students themselves voted on the best presentation(s).

2.4 Examination

More than the half (63%) of the surveyed courses had examinations of some
kind. The most common form was a written exam (37%), particularly in the
United States, but a notable portion (21%) used oral exams and 5% used both.
Oral examinations were used in Europe only, where there is a tradition of oral
examination for advanced level courses.

The survey also gave some insight into the different kinds of typical exam
questions (Q4a[ii]). There are a lot of different variants; a selection of the most
asked questions includes:

– Explain technique X for the visualization of problem Y .
– Given is a concrete problem and a task to be fulfilled. Which technique would

you use?
– Compare technique X with technique Y .
– Explain the construction of a Treemap, Starplot, Circle Segments, ...
– What are the advantages/disadvantages of technique X?
– What is a preattentive feature?
– What are the principles of using color?
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This list only gives a rough overview about the issues that are important for the
instructors. The course web pages do not provide additional detail—we found
no specific exam questions or model answers when investigating methods of ex-
amination further. In general, we could observe that examiners focus not only
on technical approaches or methods, but also students’ capabilities for critical
reflection and to demonstrate their working knowledge of human visual percep-
tion.

3 Seminar Discussions

In the seminar session about teaching, Keith Andrews first presented the initial
survey result data. Next, workshop attendees discussed a variety of issues related
to teaching including “best practices” and ways to improve all our courses.

Curriculum:: A common problem reported by the attendees was some uncer-
tainty about how to logically organize the set of topics in an InfoVis course.
For example, Robert Spence’s 2nd edition textbook on information visualization
follows the classical pipeline model of representation (data types, tree represen-
tations, ...), presentation (space and time limitations, including zooming, distor-
tion, ...), and interaction (navigation, browsing, mental models, ...) [62]. Many
alternative ways of organizing course content exist, however. One suggestion was
to consider four cross-cutting dimensions: data types, domains, techniques, and
methodologies. Cognitive and perceptual issues were presented as an alternative
dimension of importance. The group did not come to any decisions about what
the most suitable structure would be since this is clearly dependent on the ori-
entation of the course and its learning aims. Simply being aware of alternate
orderings is valuable as instructors consider alternatives however.

Study Materials: The discussion on the use of research papers for compulsory
reading identified many different strategies for doing so. Many attendees echoed
a frustration about the difficulty in getting students to actually read assigned
articles, so many of the strategies addressed this particular issue. Several partic-
ipants reported about their own experiences and ideas, a number of which are
listed below.

– Papers are assigned, and students must present them. This takes place in
parallel with the regular lectures. This procedure seems to be pedagogically
beneficial because students learn to read actual research work, to prepare
a short talk and to give a presentation in the classroom. A disadvantage is
that student presentations vary greatly in quality. Some colleagues reported
on students losing interest in and not learning from poor presentations—
they would prefer the instructor to do all the lecturing. It is unclear if this
is truly a disadvantage, however. Perhaps, the amortized learning benefit is
high enough and this would justify the approach.
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– The instructor gives lectures on mandatory meetings. Students can pick spe-
cific topics and lecture about a topic that the other students have not read
about.

– Papers are assigned, and there are written/oral questions on readings.
– Papers are assigned, and students must write a structured critical review

(about half a page) of them, i.e., a paragraph on the paper’s content, an
evaluative paragraph and an indication as to whether and why other students
might read the paper.

Practical Exercises: Software projects or practical exercises were viewed as
being very important to most attendees. These projects allow students to demon-
strate/learn the difficulty of many practical problems, such as the drawing of a
graph or navigation in large information spaces. Using a visualization tool (Spot-
fire, TableLens, . . . ) allows the students to interact with different visual represen-
tations and to gain experience about the advantages/disadvantages of different
visualization techniques. Furthermore, students become acquainted with com-
mercial tools. One interesting experience of attendees following this approach
was that students’ negative impressions of InfoVis systems mostly involved user
interface or HCI issues, not the actual visualization technique(s).

One problem with such exercises is the potential difficulty in gaining com-
mercial software for use in the projects. More vendors are making their systems
freely available for educational use, however. Tableau Software is an example of
a company doing so. Another issue is the challenge of finding “good” data sets to
be used by the students. One suggestion was use data sets from previous InfoVis
Conference contests but most attendees felt that the contest datasets are too big
and complex for introductory courses. Still, the contest data sets may be suitable
for advanced level courses where students have a good background in the most
important techniques. Perhaps, the contest should include the production of a
data subset, specifically designed for educational purposes.

Using Other Media: Workshop attendees discussed that a large and com-
prehensive public collection of InfoVis-related images and videos would be very
helpful for instructors. Videos of interaction scenarios that show the usability
and interaction capabilities of the tools would be especially beneficial. Images
also could help to illuminate the history of InfoVis and illustrate different vi-
sualization techniques. Unfortunately, gathering a collection of images or videos
in this way could cause copyright problems. This may be why many instructors
have their own image/video archives with private access. The HCC Digital Li-
brary [24] of Georgia Tech is an example of an effort to gather a large collection
of educational resources, but it is focused broadly on HCI, not just InfoVis.

Another possibility to obtain video material is to examine conference DVDs,
such as the annual VIS/InfoVis/VAST DVD. Many contributions provide an
additional video to clarify the usage and interaction techniques of their work.
Again, it may be beneficial to encourage attendees to develop video summaries
of their work, specifically for teaching and learning.
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4 Personal Perspectives

In this section, three of the workshop attendees provide their own unique per-
spective on teaching InfoVis and InfoVis-related topics.

4.1 John T. Stasko, Georgia Institute of Technology, USA

I have been teaching a graduate course on Information Visualization at Georgia
Tech since 1999. My university changed from a quarter system to a semester
system then and I decided to create a course for this area that was becoming my
research focus and growing in interest worldwide. Over the years I have thought
of this course not merely as a teaching assignment but as a fundamental part
of my academic portfolio and research mission. The course provides training for
students to learn about the area and do subsequent research with me, or simply
to apply their knowledge in business or government. Also, the course has directly
led to a number of the research contributions made by students in the course
and by my research group. Student projects from the course have won major
contests [20, 54] or led to research papers [12]. Additionally, my dissatisfaction
with the state of knowledge and background articles on particular course topics
led to projects undertaken by my research group in those areas (i.e., analytic
goals [3], user tasks [1], and interaction [73]). Below I will provide more details
about the course and the projects that have resulted from it.

The Information Visualization course (CS 7450) is usually offered in the
Spring semester each year. At Georgia Tech, semesters are 15 weeks long and and
my course meets for 1.5 hours twice a week. The web pages for the most recent
course offering can be found at http://www.cc.gatech.edu/~stasko/7450.

Human-computer interaction (HCI) is an important area of research in my
home School—we have both a Masters degree in HCI and a doctorate in Human-
Centered Computing (HCC), in addition to our undergraduate and graduate
degrees in computer science. Students are drawn to the HCI and HCC degree
programs from a variety of undergraduate majors, so many do not have formal
computer science training. I made a conscious decision to designate the graduate
HCI course as the only prerequisite for Information Visualization in order to
encourage students from a wide variety of disciplines to enroll. Consequently,
many students who do not have a strong background in programming typically
take Information Visualization.

This fact has implications on the way that I teach the course. I do not use
homework assignments in which the students must implement a visualization
technique or system. Instead, assignments are more oriented toward design, cri-
tiquing and evaluation. I employ a group project where I do require that some
type of software system be built, but the course demographics allow there to be
at least one or two team members who are experienced programmers.

My high-level goal for the course is to have students learn the different infor-
mation visualization techniques that have been created including the strengths
and weaknesses of each, and to have the students become better critics of infor-

http://www.cc.gatech.edu/~stasko/7450
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mation graphics and visual systems. More specifically, the learning outcomes for
the course include

– Students should gain an in-depth understanding of the field of Information
Visualization including key concepts and techniques.

– Students should be able to critique visualization designs and make sugges-
tions to improve them.

– Students should be able to design effective visualization solutions given new
problems and data domains.

– Students should learn about the spectrum of commercial system solutions
available in this area and how to choose one for a particular task or problem.

Perhaps the main challenge that I have faced in this course over the years is to
construct a coherent syllabus and flow of topics throughout the term. Information
Visualization is still a new area that is growing and maturing. Consequently,
it does not exhibit a well-understood and agreed-upon set of topics that flow
smoothly from one to the next. In my experience teaching the course, a number
of key ideas have risen to the surface and I make these the important components
of the course:

– Data foundations - A description and model of the different types of data
that are encountered and how this data is transformed and stored for easier
subsequent manipulation.

– Cognitive issues - A discussion of the user’s goals and tasks in using an
information visualization system. What cognitive benefits can visualization
provide?

– Visualization techniques - A description of the different visual represen-
tations and interaction techniques that have been invented.

– Interaction - A discussion of the different types and the many issues sur-
rounding interaction.

– Data types/structures - An introduction to specific types of data (e.g.,
time series, hierarchical, textual) and the visualization techniques that are
well-suited at representing those data types.

– Data domains - An examination of different domains (e.g., software engi-
neering, social computing, finance and business) and the visualization tech-
niques that are helpful to people working in those areas.

– Evaluation - A dialog about the challenges of evaluation in information
visualization and a review of different evaluation techniques that have been
used in the area.

Some of these topics are fundamentally interwoven so the flow of concepts is
not clearly self-contained and independent. For instance, certain visualization
techniques are best used for specific data types (e.g., treemaps for hierarchical
data). In organizing the course content, I feel this tension and often struggle
with which topics to teach first. Nonetheless, my course uses this progression of
topics as its organizational framework.

The course is lecture-based but I try to engage the students in discussions
about the different concepts being studied. I have used Bob Spence’s textbook
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some terms augmented by selected papers, and other terms I have used only
research papers. I have settled on having students read one or possibly two
research papers for each class. Typically, the paper is an important one for that
topic or it is a good overview of the issues involved. When I have assigned more
papers than this, I find that the students often do not adequately prepare and
read all the papers. To cover more recent research, I typically select two or
three recent articles on the topic of the day and I assign two or three students
who must recap and describe their particular paper’s key ideas to the class in
less than five minutes. I believe that experience giving presentations like this is
important and valuable to the students. All of my lecture slides can be found at
the course website and in 2007 I created in-studio video versions of each lecture.
These videos can be found at the website http://vadl.cc.gatech.edu.

I use a number of relatively small homework assignments in the course,
along with one larger homework and a group project. I will frequently employ
a midterm or final exam as well. The small homeworks often involve a visual-
ization design exercise (on paper) given a data set. Of course, such assignments
do not engage the interactive component of information visualization that is so
important, so they are fundamentally limited.

The larger homework assignment is a commercial tools critique. Students
are given five example datasets and asked to choose the two that they find
most interesting. Before using any systems, the students examine the datasets
and generate questions about them. Next, the students use a few information
visualization systems to explore the data and try to answer those questions.
I also alert the students to note any serendipitous findings that occur during
exploration. Finally, the students must write a report in which they critique the
different systems used, the visualization techniques each employs, and whether
the systems led to insights and discoveries. I have used systems such as Spotfire,
SeeIt, Advizor, Eureka (Table Lens), InfoZoom, InfoScope, and Grokker over
the years. I find this assignment to be extremely valuable to the students as it
allows them to gain hands-on experience with sophisticated systems and shows
them how visualizations can (or cannot) be helpful in analysis and exploration.

This particular assignment even led to an interesting research contribution
by my group. We studied the analytic queries generated by students over many
years of the course and clustered these inquiries into different low-level analytic
tasks that visualizations may assist. Our taxonomy of these tasks was presented
at the 2005 Symposium on InfoVis [1].

I also employ a group project in the course in which students design and build
a visualization system for a particular problem and data set. Teams of three or
four students work together for most of the term and find a client with a data
analysis problem or they simply choose a data set and envision the kinds of ana-
lytic queries that one would expect on it. The students explore different visualiza-
tion designs, then they choose one to implement. In the past, student teams have
often chosen to work on the contest datasets from the IEEE InfoVis or VAST
Conferences. In fact, student teams from my course have won these contests on
multiple occasions or have had competitive entries in the contests [20,54]. Group
projects have even led to full papers at the InfoVis Symposium as well [12].

http://vadl.cc.gatech.edu
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One ongoing tension with the group project is simply when to begin the
assignment. By initiating the project early in the term, students have more
time to work on it and make better progress. However, at that early point,
students have engaged very little course material and so their understanding of
information visualization concepts and ideas is not as rich. I have found that the
simple topic chosen for the project can have a profound impact on the results,
and better knowledge of the information visualization area leads students to
make better choices in project topics. This has led me to wait until the midterm
point to distribute the project in some semesters, but then the students have
much less time to work on it.

Overall, the Information Visualization course has been valuable to me in
many different ways. Perhaps most importantly, the process of preparing lec-
tures and course material has made me reflect on the topics that I would be
discussing and question “accepted” knowledge in the domain. I believe that this
has made me a better researcher and it has generated ideas for new projects and
investigations.

4.2 Andreas Kerren, Växjö University, Sweden

My experiences in teaching Information Visualization go back to the year 2003.
At this time, I was a temporary assistant professor at the Institute of Com-
puter Graphics and Algorithms of the Vienna University of Technology, Austria.
The institute offered one course on InfoVis and several other related courses.
In this environment, I had the opportunity to give several lectures on Soft-
ware Visualization and domain-specific visualization, such as visualization in
Bioinformatics. In 2005, I moved to the University of Kaiserslautern in Ger-
many. There, I was responsible for the annual InfoVis courses. Based on my
experiences from Vienna and current flows in research, I designed a completely
new syllabus for this course. Originally, this syllabus provided 15 lectures (one
semester at TU Kaiserslautern) plus practical exercises for Masters level stu-
dents; each lecture took 1.5 hours once a week. As I have been appointed for a
faculty position at Växjö University (VXU), Sweden, in 2007, some modifications
were needed to address the different course and teaching system at this univer-
sity. Web pages (in English) for the most recent InfoVis courses at VXU can be
found at http://cs.msi.vxu.se/isovis/courses/. In this section however, I
will focus to my experiences with my courses given at TU Kaiserslautern from
2005-2007, because the details of my last course there (in the winter semester
2006/2007 (WS06/07)) reflect my particulars within the Dagstuhl survey.

My general learning aims for the course are more or less identical to John
Stasko’s four learning outcomes at Page 76. Therefore, I don’t want to repeat
them at this place. It was very important for me to give students the opportunity
for critical reflections and to show the newest directions in research. Furthermore,
my course covers basic principles from cognitive psychology that have influence
on InfoVis, such as human visual perception or Gestalt laws. As a result of this
position, each technical approach and tool was discussed with respect to its value
(please compare [17] in this book), its usefulness, and—if existent—its usage in

http://cs.msi.vxu.se/isovis/courses/
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Fig. 3. Course structure of the WS06/07 InfoVis course given by Andreas Kerren at

TU Kaiserslautern.

commercial products. Of course, this was a challenge and sometimes a little bit
subjective because of missing quality metrics or missing evaluations of tools and
techniques.

The design of the syllabus was partly influenced by courses given at Georgia
Tech and TU Vienna in 2005 as well as by the textbooks of Spence [61], Ware [71],
a pre-version of the textbook of Kerren et al. [35], and many research papers.
The course is divided into three parts which are illuminated by Figure 3:

1. In the first part, I discuss basic knowledge that is important for the design
or analysis of InfoVis concepts. As a first step, I introduce the field itself,
give motivations for the need, and present several traditional and modern
examples, mainly from Tufte’s [67, 69] and Spence’ books. Important is the
differentiation between InfoVis and SciVis, also, if that is not so easy in
some cases. After this introduction, a larger discussion on perception and
cognitive issues is given. Here, I provide information about the perception
of colors, textures, etc., preattentive features, and Gestalt laws. This course
component is mainly based on the book of Ware, but also on a lot of examples
and animations that can be found in the WWW. The last lecture of this
first part describes basics, such as the InfoVis Reference Model (data tables,
visual mapping, interaction, etc.) or data types and dimensionality. These
issues are mostly based on the book of Card et al. [8].
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2. The second part is the largest one of my course. Here, I discuss the most
important interaction techniques at first, for example Dynamic Queries,
Zoom&Pan, and several Focus&Context related techniques. This component
is more or less geared to the InfoVis Reference Model [8], i.e., I distinguish
interaction by means of data transformations, visual mapping, and view
transformations. I use actual research papers to exemplify the different ap-
proaches. From a didactic point of view, this is a little bit tricky, because I
presume some knowledge in visual representations or structures to explain
my examples. I decided to discuss interaction at first and the visual struc-
tures for different data types after this. One advantage is the possibility to
refer later to discussed interaction techniques directly with less additional
explanations. My experiences with students show that they accept this order,
and that they have no problem in understanding the differences/correlations.
But this should be communicated previously.

As described before, a discussion of the most important visual structures for
more basic data types follows the interaction component. Here, I introduce
visualization techniques for multivariate data, hierarchies and graphs mostly
on the basis of research papers as well as the books of Spence and Kerren et
al. Individual solutions for special kind of data types, e.g., time-series data,
text, or software, follow this component directly. The second part finishes
with visualization techniques for different data domains, such as BioVis,
WebVis, GeoVis, etc. During the past years, I vary this part of the lecture a
little bit depending on my current research interests or hot-topics. Resources
for these lectures are current papers and articles, but also the second part
of the textbook [35].

Each course component of this second part is accompanied by short video or
tool demonstrations. From my perspective, this is absolutely needed, espe-
cially for the different interaction techniques and their interplay with visual
structures. It is fun to keep an eye on the students during such demon-
strations, and as a result they are motivated to ask deeper questions. One
interesting and traditional example is the claim to preserve the mental map
in dynamic graph drawing. Only with the help of a video or demo it is pos-
sible to illustrate the difference between morphing or other techniques, such
as foresighted layout [14]. However, the usage of video or tools is not always
possible because of unavailability.

3. My course concludes with 1-2 lectures on possible evaluation techniques and
the most important InfoVis challenges for the next years. Because of the miss-
ing time at the end of the semester, I focus on specific aspects of these issues.
For example, the intended learning aim is to impart students an overview
knowledge of basic evaluation techniques and—perhaps more important—an
impression of the difficulties to perform such an evaluation. The final discus-
sion of the most important challenges gives an idea about the current state
of the field and leads to take part of it, for example, by working on a thesis
in my research group. A good source for these issues are the corresponding
chapters in Kerren et al. [35].
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Another important part of the course are the assignments. They are composed
of a brief presentation, of a software implementation, and of a short software
demonstration at the end of the semester. Each student or student group (con-
sisting of maximal two students) chooses a specific research paper from a list
given on the course web page. I take care that the papers’ topics and the pre-
sented approaches are not too complex. The final aim of the assignment is that
the main idea of a paper should be implemented in any programming language.
It is not needed that all features or interaction possibilities are implemented. But
a GUI is mandatory in order to give me and the other students the chance to
load another input file etc. Data sets depend on the paper topic, e.g., if the paper
presents a new treemap layout then the students can choose their own input,
such as the hierarchical file system on their own personal computer. All these
topics should be discussed in the first presentation in the middle of the course.
In a first step, each student or group prepares a presentation (10 minutes plus
3-5 minutes of discussion) about the chosen paper followed by a working plan.
In this way, I can steer the processes, give hints, and prevent nasty surprises. At
the end of the course, all implementations are presented and discussed in class.
I have found that this division into two presentations and demos respectively
helps students to think about important concepts. Furthermore, they have al-
ready learned the most important theoretical concepts during the course before
they start to program. My overall impression of this practical project is very
positive. At the beginning, the students often had doubts because it appears
time-consuming and complex, but they had a lot of fun in the progress of the
semester. The results were mostly really great; for me it is important that they
learn to see the difficulties and to carefully reflect about the paper, not so much
the result itself. Often, however, the resulting programs were amazingly good.
My pedagogical concept, especially for the assignments, clearly follows moder-
ate constructivistic learning approaches, as described in the following written by
Jason Dykes or in some of my papers on learning concepts in context of using
Software Visualization techniques [33, 32, 59].

The course evaluation by my students led to very good results for this course.
They liked the way I structured the course, the motivating examples and videos,
and they had the subjective feeling that they have learned a lot of interesting
things. At large, it was not difficult to motivate students for InfoVis. It is a very
interesting field also suitable for the solution of practical problems. Therefore,
it was sometimes not so easy to explain why people cannot find more InfoVis in
standard software products. This leads to a problem that is discussed in paper
The Value of Information Visualization [17] of this book.

I would like to discuss one further issue that is important to me: Finding a
good balance between giving a good overview of the field as compared to explain-
ing the details of specific visualization techniques is pretty difficult, especially in
the frame of 15 course lectures. Some students liked to get more overview knowl-
edge of InfoVis, but they also disliked that some topics were only briefly covered.
For instance, I used 1-2 lectures for the visualization of graphs. It is enough time
to explain the most important things, but not enough time to explain the dif-
ferent graph drawing techniques in detail. Thus, I abstracted in many cases,
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but some students would like to learn more. The level of detail/abstraction in
teaching InfoVis is not obvious. In general, my solution for this problem is to
offer a seminar back-to-back after the InfoVis course, where interested students
can choose a specific topic and prepare a presentation on it. This allows for
more deeper discussions. Additionally, such a seminar is a good starting point
for subsequent thesis work.

Typically, my courses terminate with an oral examination. Regarding our
survey results, this is consistent with the examination practice of many colleagues
coming from Europe, cp. Section 2.4.

4.3 Jason Dykes, City University London, UK

Introduction and Context: My background is in geography and the geo-
sciences, where there is a strong tradition in the use of maps and graphics. Tra-
ditionally undergraduate courses in geography have taught and assessed manual
skills in cartography and mapping activities and projects remain at the core of
many geology degrees. Increasingly these activities are being augmented or re-
placed by learning that involves Geographic Information Systems (GISystems)
and other digital techniques, but a focus on cartographic principles for design-
ing effective maps and communicating geographic information effectively is still
regarded as important.

My ‘Visualization’ Module. I have been teaching a Masters level module in ‘Geo-
Visualization’ for eight years. The postgraduate module was originally developed
to provide Geographic Information Science (GIScience) students with skills in
creating, evaluating and using maps and graphics in their analysis and communi-
cation of geographic information. It replaced a cartography module and updated
this with recent advances in the use of dynamic and interactive graphics for ex-
ploratory analysis.

During this time the GIScience community and GIScience students have be-
come more aware of Information Visualization. Equally students from non GI
programs have wanted to learn about cartography and visualization. It is chal-
lenging to develop a coherent module that is relevant to this range of students
whilst embracing Information Visualization and a traditional cartography syl-
labus.

My module consists of 12 sessions with 3 hours contact time and 7 hours
guided individual study. Students are expected to spend another 30 hours par-
ticipating in assessed activities. The module is thus designed such that an average
student spends 150 hours studying for 15 credits—-it uses a shared credit frame-
work that does not conform to the requirements of the Bologna process [5]. The
module is available to distance learners through a managed learning environment
and digital resources ensure distance learners have an equivalent experience those
who attend campus.

Many students go on to do research projects in visualization involving data
sets and applied problems that feed my research and are subsequently used in
teaching. This effective feedback loop is important in perpetuating bi-directional
links between research and teaching.
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Teaching Issues in Information Visualization at Dagstuhl: I don’t know
the content or culture of InfoVis or Computer Science education. This is one of
the difficulties associated with having interests that lie between rapidly devel-
oping disciplines. But the Dagstuhl discussions and survey suggest that many
of those involved are facing similar issues with which I am familiar. The sur-
vey draws attention to a range of approaches, topics, academic disciplines, text
books involved.

There is great variation in the approaches and syllabuses of the courses re-
ported in the survey. ‘Information Visualization’ is the most popular title, but
course names that begin: ‘Models and Algorithms for . . . ’; ‘Data Visualization’;
‘Computer Graphics and . . . ’; ‘GeoVisualization’ are evidently situated in dif-
ferent ways and will require different emphases. This is evident in Figure 1—a
tag cloud showing relative occurrences of topics listed in courses included in the
Dagstuhl survey.

Despite this texture, some consistent themes emerge from the survey and
particularly the discussion at Dagstuhl. Three particular themes resonated with
me and related to my experience. They are also evident in a report produced
following an open workshop at IEEE Visualization 2006 in which I graphically
depict the relationships between related courses with an Information Visualiza-
tion emphasis [56]:

1. a trend/desire for evaluative and critique-based learning that can draw from
a range of related disciplines;

2. an emphasis on ‘learning through doing’ as opposed to a transmissive ap-
proach to learning;

3. some concern about developing appropriate exercises and assessment for vi-
sualization classes.

I’ll briefly consider these key issues and reflect upon their relationship with
my teaching. Doing so may provide some synergies in the cross disciplinary
educational mash-up that is developing in Information Visualization.

Critiquing: Critiquing involves students applying and developing their knowl-
edge through evaluation and review. Robert Kosara argued convincingly for a
critique-based approach to Information Visualization at Dagstuhl. He describes
this as a ‘highly interactive and human-centered way of designing things’ [40].
An approach that evaluates graph drawing algorithms and evaluation criteria is
documented in the Dagstuhl survey and described in Section 2.3 above.

As a learning device, critiquing may involve evaluating existing work, soft-
ware or graphics, but importantly should involve the practical application of
theory. I ask students to critique existing graphics, those that they have devel-
oped and software systems using a number of criteria, such as:

– Graphical integrity, graphical excellence and Tufte’s ‘theory of data graph-
ics’ [69]

– Using appropriate symbolism [6, 10]
– Map symbolism [45,60]
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– Map design [7]
– Use of colour [22]
– Interactivity and functionality [11, 41]
– Animation [21, 55]

Each of these sources provides useful criteria to structure critiques and against
which judgments can be made. Amar and Stasko’s framework [2] also offers
opportunities and Dagstuhl has drawn attention to the scope for using more
knowledge from InfoVis in developing critiquing criteria.

Paper Summaries. Presenting summaries of research papers is clearly a core
activity in InfoVis teaching and learning. This fits the critiquing trend if the
work is evaluative and assessed against existing theory and criteria. Tamara
Munzner’s generic ‘what makes a good InfoVis paper’ criteria as presented and
discussed at the Dagstuhl seminar [52] could prove useful in this kind of learning
activity.

The validity of critiquing depends upon the level of learning being supported.
In the UK some of the more advanced levels of knowledge, such as those devel-
oped through critiquing, relate to the more advanced levels of learning. Masters
level and level-3 courses require students to evaluate and so the approach is
particularly appropriate. It can be used to provide feedback and for assessment.
I’ve found that extended abstracts work well as a focus for quick and informal
‘in class’ critiquing that breaks up a learning session.

Learning by Doing:

“I hear and I forget, I see and I remember, I do and I understand”
(Chinese proverb).

Participants in an Information Visualization seminar are likely to be persuaded
that seeing is a powerful learning device. But ‘learning by doing’ may be even
more effective. It is a form of active learning that is popular in education and
there is particular opportunity for using this approach in visualization education.
Doing can involve summarizing information, developing graphics or software or
analyzing data sets and the Dagstuhl participants provide plenty of examples of
these activities in their courses as we have seen in this paper.

Fieldwork is used to provide opportunities for learning by doing in the geo-
sciences and has an important role in education [31]. There are parallels between
the kind of observation, interaction and exploration that occur in fieldwork and
those associated with the kind of exploratory analysis that visualization sup-
ports. I have explored some of these parallels and opportunities when developing
learner-focused activities that emphasize learning by doing. The constructivist
approach emphasizes learning through an interpretive, non-linear and recursive
process in which active learners interact with their surroundings and the re-
sources that are provided to help [19]. Such methods are regularly used in geo-
science fieldwork and may result in ‘deep understanding’ of the kind experienced
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when researchers use visualization to interact with complex structured datasets.
They seem particularly suited to visualization education.

Multiple perspectives are important in constructing knowledge and so group
work is often employed in such activities. In this context, symbolic and graphi-
cal representations of knowledge and ideas and can be important in negotiating,
mediating and constructing shared meanings [19]. This is particularly so if the
graphics can be manipulated in an exploratory context as knowledge is derived.
Consequently strong arguments exist for using software that is interactive and
exploratory to develop opportunities for learner-centered constructivist activi-
ties [74].

I have developed exploratory visualization software for use in fieldwork in
this context. It encourages ‘learning by doing’ through a series of linked carto-
graphic, statistical and photographic views of a study area and a highly interac-
tive interface through which these can be manipulated. It forms part of a learner
constructed activity - the software is one of a series of resources made available
to students who are expected to develop an approach to a problem relating to
land cover and land use. The contrasts with passive or transmissive education
are emphasized by the exploratory, student-led visualization and the ability to
add data recorded in the field into the software for analysis [46]. Our evaluations
show that the software and the constructivist activity that it supports are an
effective learning device [47].

The Dagstuhl survey suggests that a number of similar activities may be
taking place. It certainly seems that there is scope for using exploratory graphical
software to support constructivist learning methods in visualization that give
students the opportunity to learn actively.

A Portfolio Approach to Assessment: The issue of exercises and assessment
was discussed at Dagstuhl primarily because some teachers were finding it dif-
ficult to set and assess meaningful exercises. Critiquing and ‘learning by doing’
provide scope for effective objective assessment that encourage active learning.
My experience with portfolio-based assessment has been very positive in this
context and compliments these methods well.

Portfolios involve students developing and collating annotated evidence of
their capabilities throughout a course. They receive formative feedback on their
work and use selected work to demonstrate that they have achieved a set of
learning outcomes. Portfolio-based assessment can spread workload for staff and
students, offers the opportunity for developmental feedback and review, and
provides a synoptic view of what has been learned. It also results in a tangible
end-product that students can show to colleagues and prospective employers—
potentially—bringing learning to life and engendering pride.

I use portfolio-based assessment in the GeoVisualization module. Students
participate in a practical exercise associated with each learning session that
requires them to ‘learn by doing’. Their work is discussed and improved. Selected
work is submitted for formal formative feedback. At the end of term students
are asked to submit a portfolio of three exercises and a reflective essay that uses
these as items of evidence to demonstrate that module learning outcomes have
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been achieved. Amongst other competencies, outcomes require that students are
able to . . .

– explain the complex issues associated with GeoVisualization with clarity and
from an informed perspective by drawing upon recent academic research;

– design maps and data graphics that are effective, informative and consistent
and that exhibit graphical excellence and graphical integrity;

– use data graphics, maps and visualization tools to present and explore mul-
tifaceted data sets in a manner that is professional, informed and ethically
sound;

– evaluate data graphics, maps and visualization tools by drawing upon prin-
ciples and theories of design.

The approach seems to work nicely and addresses some of the issues discussed at
the Dagstuhl meeting. It may be useful for those wishing to help students learn
to critique and assess their developing skills. I have received favorable feedback
from students and internal and external evaluators.

It seems particularly appropriate for developing skills in graphicacy where
Tufte’s concept of ‘redesign’ is a key element. Portfolios or long-term developing
group projects that provide opportunities for feedback and critique can be very
beneficial here. It should be noted that portfolios are frequently used in the arts
where critiquing and redesign are key learning activities.

Conclusion: These arguments are personal perspectives, developed through
reflections on discussions at Vis 2006 and the Dagstuhl seminar and the Dagstuhl
survey, in the light of my teaching experience. I suggest a focus in Information
Visualization education not on curriculum (which may vary to suit particular
disciplines and student groups) but on general qualities and competencies that
can be applied across a range of curricula. I’ve identified what some of these
might be and presented some ideas on how they might be supported and assessed
through the example of my GeoVisualization module.

The critiquing and ‘doing’ themes support the notion that underlying skills
in the use and evaluation of graphics are broadly (I hesitate to say ‘universally’)
valuable. They may be a way of helping Information Visualization educators
bridge the multiple multi-disciplinary divides and certainly help justify the ap-
proach taken on my GeoVisualization module.

They may also help us deal with change—we are in a discipline where the
specifics of curricula change very rapidly. Perhaps we’re moving away from a
text-book based model of teaching as disciplines change so quickly and student’s
expectations and abilities to access information increase. This is good news from
the perspectives of information sharing and efforts to link research and teaching,
which many are evidently doing very effectively, cf. Section 4.1. The bad news is
that we need more flexibility in terms of course content and perhaps structure.
This is no bad thing in itself, but is difficult to achieve when the levels of docu-
mentation that are expected by students and (in the UK at any rate) required
for quality assurance and to gain approval for changes in provision are consid-
ered. Guided approaches in which links to a selected set of papers and examples



Teaching Information Visualization 87

are used to support learning against broad aims and outcomes provide a way
forward. It is well worth using the URLs listed in the Dagstuhl survey to learn
from colleagues who use this approach (see Stasko, Munzner and Heer’s courses
for example). The kinds of repositories of examples and teaching materials dis-
cussed and suggested in Section 4.1 will help, as will a focus on generic methods
of teaching such as those that involve critique and active learning rather than
developing monolithic curricula that will age rapidly in response to new devel-
opments. Portfolio-based assessment that involves the focused combination of a
series of activities supports this flexible approach.

Adoption of the ideas discussed here would continue to move visualization
education away from core Computer Science. Doing so will continue the trend of
enabling more students to participate in visualization education and help address
the difficulties associated with multi-disciplinary domains - how do we focus si-
multaneously on the concepts listed in our tag cloud of the scope of Information
Visualization education (Figure 1)—computer science and algorithms, the sci-
ence of perception and cognitive studies and concepts derived from the arts such
as composition and design? The Dagstuhl survey has certainly helped inform
my approach to visualization education. Perhaps this discussion will help the
community when considering the nature of Information Visualization education
and how to best it might be supported and developed. I’d certainly be delighted
to debate the ideas and their relevance further.

5 Conclusion

This paper describes the results of our teaching survey based on the information
given by the Dagstuhl attendees. It covers several aspects of offered InfoVis
courses that range from different kinds of study materials to practical exercises.
We have reproduced the discussion during the Dagstuhl Seminar and added
our own experiences. In this regard, we have found that teaching InfoVis is
challenging because it is a new and growing field. There exist a lot of open
questions regarding the syllabus, a consistent theory, or the abstraction level of
single topics. In consequence, it is also a great subject for teachers, not only for
students: we are convinced that teaching InfoVis also leads to a better reflection
on the topics and to new ideas which can induce new projects. Finally, we hope
that this paper can serve as an interesting and helpful source for current and
future InfoVis teachers.

Acknowledgments. We would like to thank all participants at the seminar [13,
36] for filling out the teaching survey and for the lively discussions. The survey
was developed by Keith Andrews, and a first analysis of the results was also
made by him. We thank him for his ideas and efforts.
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1 Introduction

In recent years we have seen information visualization technology move from
an advanced research topic to mainstream adoption in both commercial and
personal use. This move is in part due to many businesses recognizing the need
for more effective tools for extracting knowledge from the data warehouses they
are gathering. Increased mainstream interest is also a result of more exposure to
advanced interfaces in contemporary online media. The adoption of information
visualization technologies by lay users – as opposed to the traditional information
visualization audience of scientists and analysts – has important implications for
visualization research, design and development. Since we cannot expect each of
these lay users to design their own visualizations, we have to provide them tools
that make it easy to create and deploy visualizations of their datasets.

Concurrent with this trend, collaborative technologies are garnering increased
attention. The wide adoption of the Internet allows people to communicate across
space and time, and social software has attained a prominent position in con-
temporary thinking about the Web. For example, one can think of software
teams distributed over different time zones or multiple people collaborating to
build an online encyclopedia. Furthermore, collaborative issues are not limited
to the web: novel display and interaction technologies, including wall-sized and
tabletop interfaces, introduce new possibilities and challenges for co-located col-
laborators. An increased need for specialization means that we can no longer
rely on a single person to perform deep analyses of complex phenomena. These
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developments signify an increased desire for collaboration around complex data,
yet, information visualization tools are still primarily designed according to a
single user model. To meet the demands of an increasingly diverse audience, the
design of information visualization technologies will have to incorporate features
for sharing and collaboration.

In this paper, we discuss creation and collaboration tools for interactive visu-
alization. Our goal is to begin to characterize the increasingly diverse audience
for visualization technology and map out the design space for new creative and
collaborative tools to support these users. In section 2 we classify the expand-
ing user base for visualization technologies by looking at their skills, goals and
the data they are trying to analyze. We then take a look at existing informa-
tion visualization tools and classify them along these dimensions. In sections 3
and 4 we examine the new collaborative trends. Section 3 discusses co-located
collaboration, while section 4 explores the area of distributed, asynchronous col-
laboration on the Web. Finally, we conclude by considering the ways the research
community should respond to these developments.

2 End-User Creation of Visualizations

The term “end-user visualization” encompasses a broad range of visualization
users and use-cases. For example, a marketing executive might create an overview
of the sales in different product segments to show to his manager, a scientist may
create a coordinated visualization application to study a biomedical dataset,
or a Facebook user may present her social network in a visualization on the
site. All these use cases involve different types of users employing information
visualization to tackle different types of problems. If we wish to provide end-
users with the ability to construct and deploy custom information visualizations
of their own data, we need an understanding of these users, their goals, and their
data. In the following sections, we will broadly classify each of these dimensions.
Note that we do not intend to construct a formal taxonomy of users. Instead,
our goal is to broaden the discussion on who our users are and how visualization
can help them.

2.1 Data

Scientific, geographic, economic, demographic, and other domains of human
knowledge produce vast amounts of wildly different forms of information, varied
in terms of both individual interest and broad social importance. Visualization
seeks to provide perceptually and cognitively effective tools to display and inter-
act with these different kinds of data. Data is commonly categorized by inherent
complexity (e. g., data homogeneity, number of dimensions) or size. In this sec-
tion, however, we consider data from the perspective of users by categorizing
three different kinds of data in terms of potential audience.
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Personal Data: Personal data encompass all types of organized information
collections that are of personal interest to a particular user, but less interesting
to a broader community. This may involve data on user-owned media (such as
DVD collections or playlists), data on life organization (financial data or address
books) or data related to hobbies and general interests (photo collections, fitness
schedules or coin collections). Visualizing personal data might not always lead to
deep new insights about the data itself. In such cases, the visualization instead
may serve more as a compact visual artifact that can be used to remember
certain events in ones life and serve as a visual representation of self [95]. These
visual representations of self may then be used as online avatars, or simply as
catalysts for storytelling, much like photo albums.

Community Data: By community data we mean data that might be relevant
to a broad community of users due to similar interests or general appeal. Exam-
ples of community data include the content of political speeches, the number of
users online in a World of Warcraft realm, or voting results per county. Often
this type of data has a social component associated with it: data might be related
to a social application such as Facebook or MySpace [45], contain statistics on
a large population as with census data [43], or may be related to current events
[104]. Precisely because community data has a lot of general appeal it will often
generate a lot of discussion.

Scientific Data: Scientific data is data that is of interest to a (relatively) small
number of specialists. Traditionally, information visualization has focused on the
sciences, because they generate a wealth of structured and often numerical data
in ready need of analysis. This makes them very suitable to mathematical analy-
sis techniques and visual mapping. In the humanities, however, most information
comes in unstructured raw text format. If we want visualization to be applied in
domains such as literature and political science, we will need to define suitable
pre-processing techniques that can extract meaningful information from a body
of text. This will often require some amount of natural language processing or
expert input. While there are a few applications of information visualization to
data from the humanities (e. g., [101]), the area remains largely untapped despite
substantial promise to yield many useful techniques with applicability to many
different areas of everyday life.

Interplay of Data Types: Note that the distinction between types of data
is not always clear cut and many data sets could fall into different categories
depending on their use. For example, a community data set on World of Warcraft
users and their interactions might be considered a scientific data set by social
scientists, while the personal data of celebrities might have a broad general
appeal. Visualizations of all these types of data can be shared, albeit for different
purposes. Personal data might be shared with other users as a means of personal
expression. Community data is often shared to spark broad discussion, while
scientific data often needs to be shared because it is too complex for one person to
analyze on their own or because it requires multiple specialized skills to analyze.
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The recent trend toward visual analytics [91] is driven by the increasing need
to support open-ended management and exploration of large, loosely-connected,
and often unstructured information sources as well as the smaller, isolated, struc-
tured data sets typical of information visualization applications. Information col-
lection often involves assembling “shoeboxes” of loosely related nuggets and data
sets [107]. Visual analysis of information occurs by following chains of evidence,
evaluating formal hypotheses [27], testing competing explanations [86], or telling
stories [37] using visual metaphors to convey relationships and dynamics. These
activities are particularly challenging in intelligence analysis, emergency man-
agement, epidemiology, and other critical areas that involve high-dimensional
abstract information [83] and large geospatial datastores [36]. However, the het-
erogeneous and idiosyncratic nature of the data sets and analysis activities in
these endeavors are similar to those in everyday domains, making it likely that
the outcomes of visual analytics research will translate readily into visualization
approaches that will help to engage broad audiences.

2.2 Skills

Novice Users: By novice users we mean users who have experience operating
a computer, but no experience with programming in general, let alone program-
ming visualization techniques. The vast majority of novice visualization users
act as consumers: they will interact with the visualization within the possibil-
ities offered but will rarely extend existing functionality to suit their analysis
needs. If we want these users to be able to produce visualizations, we have to
take care to make this process as easy as possible. Some points of consideration
when designing visualizations for novice users are:

Data Input: We cannot expect a novice user to write their own data parser,
write database queries that export data to a particular format or understand
the file formats for more complex data types. Most novice users seem to take to
using spreadsheet programs such as Microsoft Excel to store and analyze their
data. One useful input format then, is a simple tab delimited input file, as this
format is both human readable and can be directly copied from the spreadsheet
editor.

Automatic Selection of Visualization Type: Novice users have no experience
designing visual mappings and may even choose mappings that produce non-
sensical visualizations. Recurring examples include the use of line charts over
categorical data dimensions, for which a bar chart would be a better choice, and
using a pie chart for data that do not form part of a whole. For this reason, visu-
alization techniques geared towards novice users should at least partly automate
the selection of visual metaphors. This may involve analyzing the data dimen-
sions to see if there are any ordinal attributes, check for aggregated variables
and totals, and examine values in dimensions for possible hierarchical structure
[59,60].
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Useful Defaults: Novice users likely will not spend time tuning an ugly looking
visualization to fit their needs. It is therefore important to provide a set of
sensible defaults for data and view parameters (such as scales, colors, item sizes
and viewpoints) to help constrain the parameter space that users have to explore.
Multiple combinations of these parameters can be offered by providing a preset
list. As an added bonus, a good set of presets can show users what is possible
and educate them on what is sensible.

Contextual Information: With contextual information we mean visual items that
explain to the user what data is being mapped to the screen and what encod-
ings are being applied. This involves legends, scales, labels, pop-ups, titles and
explanations of visual mappings. Although visual graphics in print media take
great care to provide contextual information, interactive visualizations are often
lacking in this respect because most of the design attention is focused on the
visual mapping itself.

Savvy Users: By savvy users we mean people who have experience performing
relatively sophisticated data organization and manipulation, using a combination
of manual processing and limited amounts of programming or scripting. Because
savvy users are a small but non-trivial part of the population of visualization
consumers, they are a critical bridge between experts and novices. As such, savvy
visualization users may act variously as:

– experts who train or guide novice users in the use of particular visualizations
by clarifying exploratory and analytic functionality in terms of interface
appearance and behavior,

– designers who plan, construct, debug, test, and deploy new visualizations
for ongoing evaluation and routine operation by novice users,

– end-users who can bring more extensive experience to bear when using ex-
isting visualizations to analyze data from their own knowledge domains, to
browse data with which they are less familiar, and to share their results with
others, and

– explorers (or user-designers) who combine the roles of designer and end-user
by extending and redesigning visualizations on the fly during open-ended
exploration of their data.

Expert Users: By expert users we mean people who have extensive experience
with interactive graphical software development and the theory and applica-
tion of data modeling, data processing, and visual data representation. As such,
visualization experts may act both as:

– researchers who invent, specify, and evaluate methods for accessing, query-
ing, rendering, and interacting with data, often with an eye toward extending
and enhancing the functionality of existing visualization systems and tools,
and
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– developers who design and implement visualization modules, toolkits, sys-
tems, and tools of various sizes and scopes, often adapting and integrating
existing functionality from other visualization toolkits and systems.

In particular, visualization research frequently involves the development of pro-
totypes for evaluating the correctness, flexibility, and performance of new data
processing algorithms and the usability and utility of new interaction techniques.

Facilitating the interdependent needs of novice, savvy, and expert users is
a key part of supporting broader audiences for information visualization. The
number of people who can act as visualization designers or visualization develop-
ers – let alone the core visualization researchers who by necessity often fill these
roles – is rapidly becoming overwhelmed by demand for visual tools brought on
by blossoming public awareness of the power and accessibility of information
visualization techniques. It will become increasingly necessary to provide users
of all skill levels, including novices, with the capability to explore and analyze
data sets of personal and professional interest without direct assistance from
traditional visualization practitioners. However, understanding how to design
accessible yet flexible software artifacts for individual visual exploration and
analysis is only half of this equation. Social organization of visualization roles
through collaboration and other means, as described later in this paper, is the
critical second half.

2.3 Goals

One of the traditional rationales for information visualization is that the human
visual system has high input bandwidth and has evolved as an excellent tool
for spotting patterns and outliers in our surroundings. If we then map large
amounts of data into visual form, we can use these innate human abilities to
explore the data to find patterns that would have been exceedingly difficult to
identify through purely automated techniques. A current prominent example is
bioinformatics research that visually explores gigabytes of gene experiments to
investigate the mechanisms that drive a particular disease. Such “explorative”
use-cases have dominated most of the research in visualization over the past
two decades. Explorative use can either be open-ended, where the user wants
to browse their data without having a predefined question in mind, or analyti-
cally driven, in which the user has a particular question in mind and uses the
visualization to answer it. Often times these two types of exploration will be
intertwined: a user will explore a previously unknown data set without a par-
ticular question in mind, stumble on an interesting data point and then use the
analytic features in the visualization to either answer the question or redirect
their open-ended exploration.

Exploration and Analysis: Recent visualization environments have begun
to offer users various degrees of interactive control over different parts of the
entire information interface design process, thereby opening up possibilities for
much deeper exploration of data. Such environments allow computer-savvy user-
designers to interactively access data, create, layout, and coordinate views, and
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connect data to views. Design typically occurs directly within the interface that
contains data views, and often take effect immediately without the need for
a separate compilation or build stage. This live, amodal approach to interface
design allows users to switch rapidly between building and browsing tasks during
exploration and analysis. The result is a form of exploration that is free form and
open-ended, particularly during initial inspection of newly encountered data sets.

IVEE [2], DEVise [58], DataSplash [71], Snap-Together Visualization [69],
GeoVISTA Studio [88], Improvise [102], and Tableau/Show Me [60] are a few
of many well-known visualization environments that support open-ended data
exploration to various degrees. Such environments typically consist of a graphic
user interface on top of a library of visualization components which may or
may not be exposed as a visualization programming toolkit in its own right.
This combination of user interface and underlying library can enable open-ended
exploration in a very broad sense if it bridges the activities of visualization users
performing various roles with different levels of expertise, whether as individuals
or in collaborative groups.

To connect developers and designers, a key advantage for open-ended explo-
ration is an extensible library that provides an application programming inter-
face (API) for adding new software modules for various visualization components
(including data access, queries and other data transformation algorithms, views,
and visual data encodings). In particular, the most useful APIs support the def-
inition of new data transformation operators—including appropriate input and
output data object types—that give designers the ability to express rich relation-
ships between data, queries, and views. This requirement is essential for applying
newly discovered visualization techniques to emerging sources and forms of in-
formation, without needing to constantly architect and implement new toolkits
(and retrain visualization designers in their use).

To connect designers with users, the user interface must support the abil-
ity to access data sets (and metadata) from local or remote sources in various
formats, create and position views on the screen, specify how navigation and
selection affects views, specify queries on data, parameterize queries in terms of
interaction, and attach data sets and queries to views. In particular, designers
should be able to specify the appearance and behavior of their visualizations
directly within the user interface, without resorting to programming or other
workarounds for interface limitations. To do otherwise would effectively require
that designers be trained as developers.

User interfaces that truly support open-ended exploration would exceed the
requirements of basic visualization design and operation by: supporting live
building of complete browser interfaces, including immediate designing, debug-
ging, and testing of intended functionality; facilitating collaboration between
end-users and designers to turn analytical questions into structural changes
(through remote, nearby, or side-by-side efforts to communicate and effect rapid
visualization prototyping and polishing); and enabling rapid switching between
building and browsing to perform more extensive exploratory visualization by
modifying visualization views and queries on the fly. In particular, it is highly de-
sirable for explorers to be able to see all raw data quickly to make decisions about
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how to visualize it, rapidly create and lay out views, rapidly attach data and
queries to views, rapidly modify queries, store, copy, and reuse views, copy-and-
paste/drag-and-drop visualization components, and use macros to build com-
mon multiple view constructions. Many of these capabilities are also desirable
for non-exploring designers who prepare visualizations for domain analysts.

In all of this, availability of common and familiar interface functionality is
essential to broad adoption. The user interface should run in the user’s normal
working environment, require no programming or design activities, and provide
a way to disseminate analytical results. For communication and collaboration,
it is highly desirable for the user interface to run easily on any platform, allow
visualizations to be opened and saved as normal documents for sharing between
users, and provide the ability to bookmark or screen capture visualizations in
different graphical states.

Communication: At the other end of the spectrum of information visualiza-
tion goals is the “communicative” use-case, where the main user goal is simply to
convey a message to others. This use-case is already present in many traditional
media: think of diagrams explaining the numbers behind a news story or a bar
chart that has been included in a slideshow presentation. Although these partic-
ular representations are fairly static because of the affordances of the media used,
this does not mean that communicative information visualization is limited to
static visualizations. Interactivity is a very useful means of engaging users and
may make them more receptive to a particular message. However, interactiv-
ity also poses some problems when communicating visualizations, because it’s
hard to reproduce interactive features in a static medium. Many information
visualizations use tooltips and mouse-overs to provide contextual information,
offer the user different viewpoints on the data, and allow for dynamic analysis of
data. Videos alleviate this problem only in part, because it is often hard to follow
what is going on and much of the context in the exploration process is missing.
Simply sharing findings using static representations of interactive visualization
is therefore not the optimal solution, and we would do better to consider these
issues beforehand when designing visualizations for communicative use.

Apart from traditional mass communication, the communicative use-case also
plays a pivotal role in collaborative applications, especially ones that are non-
collocated and/or asynchronous. If the analysts do not share the same time or
space it is important for them to be able to communicate findings and bring
each other up to speed on the current state of the process quickly. Furthermore,
each of these types of collaboration (collocated or distributed) has its own type
of requirements, which we discuss in-depth in sections 3 and 4. In general, com-
municative use of information visualization usually involves a small investment
of time on the user end, with a small but guaranteed payoff. On the other hand,
explorative use involves a large amount of investment in tools, training and time,
while the (potentially high) payoff is not always guaranteed. (See also [93] for a
discussion of these tradeoffs.)

In the next section, we consider a number of representative tools that help
us meet these differing goals of communication and exploration.
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Fig. 1. A few of the many available information visualization tools, roughly mapped
according to targeted end-user and targeted goal. Light lines connect toolkits and
development environments to examples of visualizations created in them. Dark lines
roughly capture similar ranges of user/goal targets for relevant tools.

2.4 Tools

Note that most real-world uses of information visualization will form a combina-
tion of the use-cases and roles described in the preceding sections. A researcher
might program a new visualization technique to explore his complex data and
then present findings to a manager by sending a screenshot. In this case the
researcher takes on the roles of both consumer and developer and performs both
exploration and communication. Most current information visualization tools
and toolkits are geared towards one particular user skill and goal, although a
recent trend towards more flexible tools can be observed. To illustrate the rough
classification outlined in the previous subsections, in this section we give an
indicative sample of an end-user visualization tool for each user skill and goal
combination. Figure Fig. 1 illustrates a number of available visualization tools
categorized according to the skill level of the target user base and the degree to
which the tools support analytic and communicative tasks. Systems that span
a range of tasks or skills are presented as line segments indicating the range of
users and usage.

Expert Communication: In the bottom right corner of the matrix we find
information visualization tools and toolkits that are geared towards commu-
nicative use, but assume a significant amount of knowledge on suitable visual
techniques and their implementation. One such toolkit is Adobe’s Flash develop-
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ment environment. Flash is an browser based interactive graphical design tool.
Because of its ease of online deployment, it is particularly suited to communi-
cating messages in a graphical way. In fact, many of the interactive graphics on
the Internet today are Flash-based. However, Flash does not offer the developer
tools that would support structured data exploration. (In fact, it offers only the
most basic of data structures.) Moreover, its timeline-based design environment
is not particularly well-suited to interactive visualization development.

This situation has improved with the release of Actionscript 3 and Flex,
offering a more advanced programming model and a full-fledged user interface
development package. The Flare toolkit [41] implements basic visualization ca-
pabilities within Flash, making it easier to develop interactive information vi-
sualizations, while still retaining the benefits of Flash, such as its relatively
lightweight means of online deployment.

Savvy Communication: Information visualization tools in this category (mid-
dle right) allow users to create and share complex information visualizations, but
require a base level understanding of computer programming and information
visualization. A concrete example of such a tool is AT&T’s GraphViz [33] li-
brary, which allows users to generate static images of graphs but requires some
programming effort to integrate it with existing applications because it uses a
proprietary data format.

Use-cases for GraphViz often involve reporting engines that need to be able
to display networked data of some sort. Many of the features in GraphViz are
geared towards presentation instead of exploration. For example, it is possible
to heavily customize node rendering. Special care has been taken to avoid label
overlapping, as this would make static images completely unreadable. Both of
these issues are less of a problem in interactive systems in which users can use
tooltips to get more information, or zoom into a dense cloud of labels to remove
overlap.

Novice Communication: Until recently, if novice users wanted to share infor-
mation visualizations with others they would be limited to taking screenshots of
information graphics for sending by e-mail, etc. This mode is often sufficient if
the goal is one-way information dissemination. For example, a pie chart may be
included in a presentation, or an advanced information graphic may be printed
in a newspaper. However, this mode of publication fails if users want to collab-
oratively analyze a complex data set.

Recent tools like Many Eyes [97], Sense.us [46], Swivel.com, and Spotfire
Decision Site Posters make this process much easier, allowing easy sharing of
interactive visualizations. As discussed in greater detail in section 4, users of
these systems can share a particular state of a visualization encoded as a URL
and add custom annotations and comments while still having access to the in-
teractive features of the visualization. This makes it possible to quickly switch
between analysis and communication, a necessity for successful collaboration.

Expert Exploration and Analysis: The bottom left corner of the matrix
contains visualization software that supports deep and broad exploration of the
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space of visualization techniques, as well as more focused exploration and anal-
ysis of particular data sets. Such flexibility in the overall process of visualization
almost always requires substantial expertise, typically requiring programming
skills. As a result, visualization software for exploration by experts often takes
the form of toolkits that are written in a popular programming language but
that encapsulate well-known visualization components and techniques.

One such toolkit, prefuse [44], provides a Java-based library of visualization
building blocks including views, visual encodings, processing algorithms, multi-
view coordinations, and a common data model that supports tables, trees, and
graphs. Graphs, hyperbolic trees, treemaps, and scatter plots support accessing,
filtering, rendering, and displaying data using a variety of layout and distortion
algorithms.

Similarly, the InfoVis Toolkit [34] is a set of Java visualization components
designed around OpenGL and a data model that represents tables, trees, graphs,
and metadata in column format for efficient selection, filtering, visual encod-
ing, and coordination. Views include scatter plots, parallel coordinate plots,
treemaps, and a variety of node-edge tree and graph displays that can incorpo-
rate fisheye lenses and dynamic labeling of items. Visualizations created in the
toolkit display textboxes, sliders, and other controls alongside views for dynamic
editing of visual encodings.

The extensible programming interfaces of both toolkits and those like them
provide a means to incorporate new components and techniques, in essence ex-
panding the scope of exploration, considered broadly, to include the results of
future visualization research.

Savvy Exploration and Analysis: As described in the previous section, visu-
alization in the expert exploration category revolves more around programming
rather than around interaction in integrated user interfaces intended for design-
ing and building tools. Research on integrated visualization environments focuses
on packaging the exploratory capabilities of toolkits in ways that are accessible
to users who are visualization savvy but not necessarily visualization experts.

For instance, Improvise [102] is a self-contained Java application that appears
and behaves like other office productivity applications based on the multiple doc-
ument desktop metaphor. Users build Improvise visualizations by interactively
constructing the data, queries, views, and coordinations of tools that can be
saved, opened, copied, and shared as self-contained Extensible Markup Language
(XML) documents. Users browse visualizations using the mouse and keyboard
to navigate and select data items in multiple coordinated views.

Similarly, GeoVISTA Studio [88] is an integrated visualization development
environment for building geovisualizations interactively using a graph-based vi-
sual coordination editor. Any component that conforms to the JavaBeans specifi-
cation can be a view. Development of new views by the community of GeoVISTA
Studio users has resulting in a large library of views utilized in numerous visual-
izations. A particular strength of GeoVISTA Studio is its extensive functionality
for representing and displaying geospatial information (based on the GeoTools
[57] open source Java GIS toolkit).
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The combination of browsing with rapid, iterative building in a single applica-
tion (much like in spreadsheet programs) enables improvisational visualization,
in which it is possible to design and evaluate different ways of analyzing partic-
ular data sets in the form of rapid prototypes having more concrete and stable
collections of analytic functionality.

Novice Exploration and Analysis: As far as we know, there are no tools
that truly allow novice users to interact with their data in the broadest sense
of exploration. This may result from an apparent fundamental tradeoff between
flexibility and accessibility in visual analysis, in that increased expressiveness ne-
cessitates greater expertise when it comes to data manipulation and visual repre-
sentation. Even in savvy exploration-analysis tools like Improvise that strive for
a balance between these factors, reproducing many common visual components
and techniques currently requires a high degree of visual language expressiveness
that necessitates a corresponding high level of expertise beyond that of most
novice users. Conversely, novice analysis-communication tools like Many Eyes
seek to increase visualization flexibility for broad audiences keenly interested in
modest analytic expressiveness as a means to better communicate ideas about
information. In between, analysis tools like Tableau/Show Me successfully oc-
cupy analysis niches that provide bounded but particularly useful forms of data
interaction to relatively broad audiences who are sufficiently motivated to devote
time and effort to modest training. It may well be that open-ended exploration
tools for novices will evolve from future research into ways of combining these
three seemingly complementary directions.

2.5 Directions

Current end user visualization tools are becoming more and more flexible in
the types of scenarios and goals they can handle. Tools like Many Eyes allow
novice users to create advanced visualizations with very little effort and also
support communicative use-cases by allowing flexible sharing of visualization
states. Tools like Improvise allow tight integration of many different types of
visualizations, but require some programming skills on the side of the end-user,
an expectation that is not always reasonable of domain experts dealing with the
visualization. Tableau allows end users to set up and pivot different types of ba-
sic visualizations in a fairly intuitive manner and the recent addition of Tableau
Server allows sharing of and commenting on these visualizations in an online envi-
ronment, making it also suitable for communicative purposes. Although flexible,
the only visualization types allowed are 2-dimensional small-multiple displays,
which limits the visualization and analysis types to basic business graphics.

In our opinion, the ultimate goal of letting novice users flexibly specify their
visualization needs and couple different types of views together has not been fully
realized yet. We expect that users’ visual literacy will increase as information
visualization becomes more mainstream, and will start demanding advanced
visualizations beyond the trusted bar chart. Integrating advanced visualizations
in an flexible, collaborative and easy to understand framework for open-ended
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exploration and analysis is an important and solvable problem. We expect this
solution will have important implications for many areas of human endeavor that
necessitate the handling of complex data.

3 Co-located Collaborative Visualization

Given the choice, it is common and natural for people to work together. This is
not a new phenomenon. Small groups of people gather for all kinds of reasons
including many that are work related; such as to get a job done faster, to share
expertise for a complex task, and to benefit from different insights from different
people. Also, when one considers the rapid growth in size and complexity of
datasets, it is not surprising that increasingly the practicality of an individual
analyzing an entire data-set is becoming unrealistic. Instead, the expertise to
analyze and make informed decisions about these information-rich datasets is
often best accomplished by a team [91]. For instance, imagine a team of medical
practitioners examining a patient’s medical record to plan an operation, a team
of biologists looking at test results to find causes for a disease, or a team of
businessmen planning next year’s budgets based on a large financial dataset. All
of these situations involve a group of people making use of visual information to
proceed with their work. Research towards supporting these team-based infor-
mation processes will expand the situations in which information visualization
can be used and is part of considering how to best support people in their normal
everyday information work practices.

This section draws from a wide variety of literature to shed light on questions
and issues that need to be considered during the development of co-located
collaborative information visualizations. We do not consider this discussion to be
exhaustive; rather it is our intention that the discussion will form the beginning of
design guidelines and considerations that will be modified and extended through
future research in collaborative information visualization.

Research in information visualization draws from the intellectual history of
several traditions, including computer graphics, human-computer interaction,
cognitive psychology, semiotics, graphic design, statistical graphics, cartogra-
phy, and art [64]. The synthesis of relevant ideas from these fields is critical
for the design and evaluation of information visualization in general and it is
only sensible to think that fields concerned with collaborative work also add
valuable information to our understand-ing of requirements for collaborative in-
formation visualization systems. Our sources include work in co-located collab-
oration in computer supported cooperative work [39,53,75,73,76,77,80,81,82,90],
information visualization [85,105,109,110,111], and empirical work investigating
collaborative visualization use [61,68,72].

The organization of this section is as follows. A brief overview of existing
research that relates to co-located collaborative information analysis is given in
section 3.1. Next, section 3.2 discusses the impact of recent advances in hardware
configurations and section 3.3 focuses on more general human computer inter-
action issues important for the support of the co-located collaborative process,
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primarily drawing upon computer supported co-located collaborative literature.
Then section 3.4 presents information visualization specific issues that may need
re-consideration in light of co-located collaborative applications.

3.1 Related Research

Co-located collaborative information visualization is a relatively new and still
under explored research area. Only a few tools designed specifically to support
synchronous collaboration between co-located people using visualizations to ex-
plore information have emerged thus far. These are discussed below. However,
as noted below, existing visualization tools designed from a single-user perspec-
tive have been studied with co-located collaborative tasks [61]. There has been
considerable research in the area of scientific visualization in distributed systems
(see [38] for an overview). Recently, there has been new primarily web-based re-
search on asynchronous distributed collaborative information visualization sys-
tems. This new direction is the focus of section 4.

Co-located Collaborative Visualization: The Responsive Workbench was
one of the first visualization systems for developed co-located collaboration
around a large horizontal surface [103]. The responsive workbench is a virtual
reality environment in which the displayed 3D scene is seen through shuttered
glasses and interaction is achieved with a glove which has an attached Polhemus
sensor on the back. Agrawala et al. [1] extended this workbench to support two
simultaneous users. Several scientific visualization applications were developed
for this platform including fluid dynamics and situational awareness applications.

On tabletop displays information visualization interaction techniques have
been used to support co-located people in information sharing and exploration
tasks. DTLens [35] provides a local non-linear magnification technique enabling
multiple lenses for up to four people with for two-handed interaction. Personal
Digital Historian uses radial layouts to display photos, video and text documents
to supports conversation and story telling for small groups of people [84].

Studying Collaborative Use of Information Visualizations: While re-
search on collaborative data analysis using information visualizations is relatively
scarce, collaborative use of existing single user systems has been studied. Mark
and Kobsa [61] conducted a user study in which they observed pairs working
in co-located and distributed settings with two different visualization systems
designed for single users. Their findings suggest that the benefit of collaborative
vs. individual problem solving was heavily dependent on the visualization sys-
tem used and also that, in general, groups were better than individuals working
alone at locating errors. From this study, they derive a model for the collabora-
tive problem-solving process. Their model consists of an iterative sequence of five
stages: parsing a question, mapping variables to the program, finding the cor-
rect visualization, and two validation stages. From studying collaborative work
on scientific visualizations in virtual environments using CAVEs, Park et al. [72]
report a five-step activity model that was common for the observed collaboration



106 J. Heer et al.

sessions. Their study also noted that participants showed a strong tendency for
independent work, if the option was available. Isenberg et al. studied co-located
collaborative data analysis scenarios and posit an eight-process framework that
relates to previous work on the Sensemaking Cycle [17] and the two studies by
Mark and Kobsa [61] and Park et al. [72]. However, a common temporal order
of analysis processes as posited by some previous work did not emerge.

3.2 Choosing Hardware to Support Co-located Collaboration

We start with a discussion of hardware because some of the recent interest in
co-located collaboration is at least in part due to new hardware innovations.

Display Size: In information visualization, the size of the available display
space has always been problematic for the representation of large datasets (e. g.,
[65]). In a common desktop environment, typically a single user will use all avail-
able screen space to display their visualization and, most commonly, this space
will not be sufficient. Frequently, visualization software will include interactive
features to help the user cope with limited display space. It seems sensible to
think that, if we are going to adequately support collaborative or team explo-
ration of visualizations, available display space will be an important issue. In
collaborative systems, screen space not only has to be large enough for the re-
quired information display, it might also have to be viewed and shared by several
users. As the number of people using a shared information display grows, the
size of the display and workspace needs to be increased in order to provide a
viewing and interaction area that gives adequate access to all group members.

Display Configuration: Several configuration possibilities exist that could
increase the amount of available display space, all of which will affect the type of
visualization systems possible and the type of collaboration work that would be
most readily supported. Many types of configurations are possible; for instance,
one could provide team members with interconnected individual displays, as in
the ConnecTable system [89], or one could make use of large, interactive, single-
display technology, like display walls or interactive tabletop displays (e. g., [90]).
An additional possibility is to link wall, table, and personal displays (e. g., [105]),
or to consider immersive displays (e. g., [72]). The type of setup most appropriate
for an information visualization system will depend on the specific task and group
setup. For example, individual interconnected displays allow for private views of
at least parts of the data which might be required if data access is restricted.
Tabletop displays have been found to encourage group members to work together
in more cohesive ways, whereas wall displays are beneficial if information has to
be discussed with a larger group of people [76].

Input: In the common desktop setup, input is provided for one person through
one keyboard and one mouse. To support collaboration, ideally, each person would
have at least one means of input. In addition, it would be helpful if this input was
identifiable, making it possible to personalize system responses. If a collaborative
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system supports multi-user input, the access to a shared visualization and data set
has to be coordinated. Also, synchronous interactions on a single representation
may require the design and implementation of new types of multi-focus visualiza-
tions. Ryall et al. [77] have examined the problem of personalization of parameter
changes for widget design, allowing widgets to be dynamically adapted for indi-
viduals within a group. Similar ideas could be implemented for personalization of
information visualizations during collaborative work.

Resolution: Resolution is an issue both for the output (the display) and for the
input. The display resolution has a great influence on the legibility of information
visualizations. Large display technology currently often suffers from relatively
low display resolution so that visualizations might have to be re-designed so that
readability of text, color, and size not affected by display resolution. Also, large
interactive displays are often operated using fingers or pens which have a rather
low input resolution. Since information visualizations often display large data
sets with many relatively small items, the question of how to select these small
items using low input resolution techniques becomes an additional challenge that
needs special attention [48].

3.3 Creating a Collaborative Environment

The key characteristics of co-located synchronous interactions as described by
Olson and Olson [70] will apply to information visualization scenarios designed
to support co-located collaboration. These characteristics include: a shared local
context in which participants can interact with work objects, rapid feedback,
and multiple channel information exchange (voice, gesture, etc.), and visibility
of others’ actions. These characteristics are further specified in the mechanics of
collaboration [73], which describe basic operations of teamwork, or small scale
actions and interactions that help people solve a task as a team. These mechan-
ics apply to a variety of group and task settings. This section is discussed under
the two major groupings of the mechanics of collaboration—communication and
coordination—and under those issues relating to supporting varying collabora-
tion styles.

Communication: Communication is an important part of successful collab-
orations. People need to be able to trigger conversations, communicate their
intentions, indicate a need to share a visualization, and to be generally aware
of their team members’ actions. Group members need to be informed that some
parameter of a shared display might have changed while they were busy working
with an information visualization in a different part of the workspace. There has
been considerable discourse on the importance of all team members being aware
of all other team members’ actions. Pinelle et al. [73] make a distinction between
explicit and implicit communications. The design of support techniques for both
types of communication needs to respect common social and work protocols [70].
For example, the interface should not require a group member to reach into or
across another person’s workspace in order to acquire or share visualizations or
controls.
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Explicit Communication: Enabling direct exchange of information through many
channels such as voice, gestures, and deictic references facilitates collaborative
work in general [73] as well as co-located collaboration [70]. It has been shown
that the ability to annotate data and share insights in a written way is an
essential part of the discovery process in distributed information visualization
settings [46]. This collaborative need for annotation exists in traditional use of
pen and paper based information as was observed in a study of teams working on
information analysis tasks in a shared setting [68]. However, in digital systems
messages of all types, written, voice, etc. might not always be as easily shared
and how best to support this will require further research.

Implicit Communication: In co-located non-digital collaboration people are ac-
customed to gathering implicit information about team members’ activities
through such things as body language, alouds, and other consequential commu-
nications. This is an active research area in distributed collaboration research
since the co-located evidence does not naturally become distributed. Co-located
collaboration benefits from many of the co-present advantages, however, issues
still arise. Some examples include: digital actions are not always readily visible
(cursors are hard to see on large screens), menu actions can affect a remote
part of the screen, as well as the general problems of change awareness [74].
Thus while implicit communications do support awareness in a co-located set-
ting already to some extent, some system changes made by a collaborator can
still remain unnoticed if the collaborative system does not provide appropriate
feedthrough (i. e. a reflection of one person’s actions on another person’s view).
In collaborative information visualization, for example, it might be important to
consider appropriate awareness for operations that make changes to the under-
lying dataset.

Imagine a co-located system in which each collaborator works in parallel on
a different view using a different file-system representation. If one collaborator
discovers an old version of a file and decides to delete it (a value operation
[23]), this change might go unnoticed if the other person is looking at a view
of the data that does not include the current file or it might be completely
surprising to the other person to see a file in their representation disappear.
Some research has proposed policies to restrict certain members from making
unsuspected global changes to a dataset [75]; however, while earlier research
on information visualization discussed the differences between view and value
operators (e. g. [23]), most recent research in multiple-view visualization tends
to favour view operations (filtering of unwanted data rather than deletion). This
seems likely to be most appropriate during collaboration.

It has also been shown the location and orientation of artifacts is used to
support implicit communication in non-digital settings providing information on
such things as who is working with which artifacts and when one person wants to
initiate communication about a particular artifact [53] and that this translates
to digital settings [54]. This consideration, providing for artifact mobility and
freedom orientation, will probably also be important in supporting information
visualization collaboration.
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Coordination: In group settings, collaborators have to coordinate their actions
with each other. Here, we describe several guidelines for how to support the
coordination of activities in collaborative information visualization applications.

Workspace Organization: Typical single-user information visualization systems
impose a fixed layout of windows and controls in the workspace. Previous re-
search has shown that, on shared workspaces, collaborators tend to divide their
work areas into personal, group, and storage territories [81]. This finding im-
plies that a group interaction and viewing space is needed for collaborative data
analysis where the group works on a shared representation of the data or in
which they can share tools and representations. Also, the possibility of explor-
ing the data separately from others, in a personal space, is necessary. Flexible
workspace organization can offer the benefit of easy sharing, gathering, and pass-
ing of representations to other collaborators. By sharing data in the workspace,
representations will be viewed by team members with possibly different skill
sets and experiences and, therefore, subjected to different interpretations. Also,
by being able to move and rotate representations in the workspace, an individ-
ual can gain a new view of the data and maybe discover previously overlooked
aspects of the data display.

Collaborative information visualization systems should allow for social in-
teraction around data displays [46]. If visualizations can be easily shared, team
members with different skill sets can share their opinions about data views, sug-
gest different interpretations, or show different venues for discovery. By offering
mechanisms to easily rotate and move objects, comprehension, communication,
and coordination can be further supported [54]. Rotation can support compre-
hension of a visualization by providing alternative perspectives that can ease
reading and task completion, coordination by establishing ownership and cat-
egorizations, and communication by signaling a request for a closer collabora-
tion [53]. By allowing free repositioning, re-orientation we can also make use of
humans’ spatial cognition and spatial memory and possibly better support in-
formation selection, extraction, and retrieval tasks [68]. Mechanisms for transfer
and access to information visualization in the workspace should be designed in
a way that they respect common social work protocols [53,81].

Changing Collaboration Styles: Tang et al. [90] describe how collaborators
tend to frequently switch between different types of loosely and closely coupled
work styles when working over a single, large, spatially-fixed information display
(e. g., maps or network graphs). A study by Park et al. [72] in distributed CAVE
environments discovered that, if the visualization system supports an individual
work style, users preferred to work individually on at least parts of the problem.
For information visualization systems, an individual work style can be supported
by providing access to several copies of one representation. The availability of
unlimited copies of one type of representation of data allows group members
to work in parallel. More closely coupled or joint work on a single view of the
data can be supported by implementing the possibility of concurrent access and
interaction with the parameters of an information visualization. Free arrange-
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ments of representations also support changing work styles. Representations can
be fluidly dragged into personal work areas for individual or parallel work and
into a group space for closer collaboration.

3.4 Designing Information Visualizations for Co-located
Collaboration

Many known information visualization guidelines still apply to the design of in-
formation visualizations for co-located collaborative use (e. g., [10,92,99]). In this
section, we discuss changes and additions to aspects that need to be considered
when designing information visualizations for co-located collaborative settings.
Thus, much of this discussion simply delineates research questions that may of
specific interest when designing information visualizations to support co-located
collaboration.

Representation Issues: Spence [87] defines representation as “the manner in
which data is encoded,” simplifying Marr’s [62] definition of representation as a
formal system or mapping by which data can be specified. The concept of rep-
resentation is core to information visualization since changes in representations
cause changes in which types of tasks are most readily supported. As in Marr’s
[62] example, the concept of thirty-four can be represented in many ways. To
look at three of them; Arabic numerals, 34, ease tasks related to powers of ten;
Roman numerals, XXXIV, simplify addition and subtraction; and a binary rep-
resentation, 100010, simplifies tasks related to powers of two. Not surprisingly,
Zhang and Norman [110] found that providing different representations of the
same information to individuals provides different task efficiencies, task com-
plexities, and changes decision-making strategies. Questions arise as to what are
the most effective representations during collaboration. Will certain representa-
tions be better suited to support small group discussions and decision making?
Will multiple representations be more important to support different people’s
interpretation processes? Will new encodings or representations be needed for
collaborative work scenarios? Appropriate representations might have to be cho-
sen and adapted depending on the display type chosen but whether completely
new designs are required is not yet clear.

For example, different representations may have to be accessible in an inter-
face because in a collaborative situation, group members might have different
preferences or conventions that favour different types of representations. Gutwin
and Greenberg [39] have discussed how different representations of the workspace
affect group work in a distributed setting. They point out that providing mul-
tiple representations can aid the individual but can restrict how the group can
communicate about the objects in the workspace. This extends to co-located set-
tings, in which several representations of a dataset can be personalized according
to taste or convention, making it harder to relate individual data items in one
representation to a specific data item in another. For example, relating one spe-
cific node in a treemap [50] to another node in a node-link diagram might require
a search to locate the respective node in the other representation. Implementing
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mechanisms to highlight individual data items across representations might aid
individuals when switching between group and parallel data exploration.

Findings suggest that the availability of multiple, interactively accessible
representations might be important for information visualization applications
since the availability of multiple data representation can change decision mak-
ing strategies [52]. Also differing representations have an influence on validation
processes in information analysis [79], and more easily support people working
in parallel on information tasks [72]. While this is probably applicable, empirical
evidence directly linking these finding to collaborative information visualization
has not yet been gathered.

It is also possible that the actual mappings used in representations may have
to be re-thought. For example, spatiality or the use of position/location is com-
monly an important aspect of representation semantics. However, spatiality as
manifested in territoriality is a significant factor for communication and coordi-
nation of small group collaboration. It is an open question as to whether there
is a trade-off between these two uses of spatiality.

Presentation Issues: Presentation has been defined as ’something set forth for
the attention of the mind’ [63] and as ’the way in which suitably encoded data
is laid out within available display space and time’ [87]. From these definition
is clear that changing display configurations, as is usually the case to support
co-located collaboration, will impact the types of presentations techniques that
are possible and/or appropriate. Common presentation techniques include pan
& zoom, focus & context, overview & detail, filtering, scrolling, clutter reduc-
tion, etc.

A common theme in information visualization is the development of pre-
sentation techniques that overcome the problem of limited display space (e. g.
[4,20,49]). In collaborative scenarios, information visualizations might have to
cover larger areas than in a single user scenario as group members might prefer
to work in a socially acceptable distance from each other. The display space
might also have to be big enough to display several copies of one representation
if team members want to work in parallel.

If groups are working over a shared presentation of data, presentations might
have to be adapted to allow collaborators to drill down and explore different parts
of the data in parallel. Collaborative information visualizations will likely have
to sup-port multiple simultaneous state changes. This poses additional problems
of information context. Team members might want to explore different parts of
a dataset and place different foci if the dataset is large and parts of the display
have to be filtered out. Information presentations might have to be changed to
allow for multi-focus exploration that does not interfere with the needs of more
than one collaborator. For example, DOI Trees [18] or hyperbolic trees [55] are
examples of tree visualizations in which only one focus on the visualization is
currently possible. ArcTrees [67] and TreeJuxtaposer [65], for example, allow
for multi foci over one tree display but these were not designed to take the
information needs of multiple collaborators into account and might still occlude
valuable information.
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An example for visualization presentation changes based on a collaborative
circular tabletop environment has been presented in [94]. The presentation of
the circular node-link tree layout was modified to rotate all nodes towards the
boundary and a “magnet” was implemented to rotate nodes towards just one
team member. Nodes were also changed in size; as leaf nodes were placed closer
towards team members, in their personal space [81], they were decreased in size
and the nodes towards the center of the table were enlarged to allow for easier
shared analysis of the node contents in the group space [81]. A possible extension
of this work is to think about placing and re-arranging nodes automatically
based on the placement and discovery interests of team members or based on
the individual or shared discoveries that have been made.

The presentation of visualizations might also have to take available input
devices on a shared large display into account. If fingers or pens are used as
an input device, the selection might not be accurate enough to select small
information items. A common task in information visualization is to re-arrange
data items (e. g. by placing points of interest), to request meta-information [85]
(e. g. by selecting an item), or to change display parameters by selecting an
item. If the displayed dataset is large, it often covers the full screen and reduces
individual items to a few pixels. Previous research has attempted to solve the
issue of precise input for multi-touch screens (e. g. [8]) but they might not be
applicable if the whole visual display is covered with items that can possibly
be selected. Alternatively, information presentations could be changed to allow
for easier re-arrangement and selection of items, for example, with lenses [20].
DTLens [35] presents an initial exploration of the use of lenses in co-located
collaboration.

The resolution of a large display has an influence on the legibility of data
items. It is known that the reading of certain visual variables is dependent on the
size and resolution in which they are displayed [99]. Information visualizations
also often rely on textual labels to identify data items which may be hard to
read on low-resolution displays. The presentation size of individual items and
labels may have to be adapted to compensate for display resolution.

View Issues: The term view is common in information visualization literature
and view operations (changing what one currently sees) have been defined as
distinct from value operations (changing the underlying data) [23], however, this
use of the term view also incorporated changes in visual aspects of representation,
presentation. Blurring the distinction between view and presentation changes has
not been problematic because with a single viewer and a single display these are
often concurrent. A change in view can be simply looking at exactly the same
presentation and representation of the same data merely from a different angle
or it can include changes in all three factors.

In a co-located collaborative setting, of necessity there are as many views
of a given presentation as there are people in the group. Also since collabora-
tion practices often include mobility, a given person’s view will change as they
move in the physical setup. This factor has recently begun to receive attention
in the CSCW community. Nacenta et al. [66] have shown that righting (orient-
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ing a piece of 2D information into the proper perspective, by means of motion
tracking, really aids comprehension. Hancock and Carpendale [40] consider the
same problem for horizontal displays looking for non-intrusive interactive solu-
tions. Since a study by Wigdor et al.[105] has indicated that angle of viewing
affects readability of certain visual variables; this issue will be an important one
for collaborative information visualizations. This research on how view-angle
distortion affects perception in a single and multi-display environment suggests
that certain types of representations may need to be modified in order to be used
on a digital tabletop display and that information visualizations should not be
compared across multiple display orientations. However, as visual variables were
tested in isolation (e. g. length, direction, only) further evaluations have to be
conducted to see whether participants will correct for possible distortion if the
variables are presented in conjunction with others or whether view correction
[66,40] might compensate.

Visualizations that can be read from multiple angles and orientations (e. g.
circular tree layouts vs. top-down layouts) might be more appropriate for display
on a horizontal surface. However, it is not clear whether participants would try to
read oriented visualizations upside down and make wrong conclusions based on
these readings or whether they would simply re-orient the visualization to correct
the lay-out. Observations of collaborative information visualization scenarios
point in the latter direction [68].

Gutwin and Greenberg [39] discuss issues about viewing a representation in
relation to distributed scenarios. However, parallels can be drawn to co-located
scenarios in which collaborators work with multiple linked copies of the same
representation of a dataset. These essentially represent multiple movable “split
viewports” [39]. The suggested solutions for distributed settings include radar
views, overview+detail solutions, and cursor eye-view. Whether the benefit of
these solutions in a co-located setting outweighs the possible distractions they
might create, however, would have to be evaluated. Further guidelines for using
multiple views in information visualization can be found in [5] and provide a
starting point for tailoring multiple views for collaborative visualization.

Issues of view may develop in collaborative information visualization settings
if collaborators want to switch from loosely-coupled to closely-coupled workstyles
[90] and share discoveries they have made with the other group members. If one
collaborator worked with different view of the dataset it might be difficult to
locate the information in the other persons’ view. Another important factor to
consider when developing a collaborative viewing strategy is the establishment
of territories [81] for personal, group and storage purposes that is suggested as
beneficial for group coordination (see “Coordination” above),

A study by Yost and North [109] compared the ability of visualizations to
display large amounts of data normalized across either a small or a large high-
resolution vertical display. Their study showed that the visualizations used were
perceptually scalable but that people preferred different visualizations on the
large vs. small display, as some were found to be easier to read than others de-
pending on the screen size. How these preferences would change for collaborative
work would have to be evaluated.
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Interaction Issues: Most interaction issues deal with interaction with repre-
sentations, presentations and views, thus discussing them here would overlap
with points raised under these headings. However, there are some more general
interaction issues. When people are co-located, they are in the situation in which
people naturally collaborate, the situation in which people have collaborated for
centuries. When face-to-face, people naturally know how to collaborate and are
so used to picking up subtle cues from each other that they may do this without
even being conscious of the precise details of the underlying coordination and
communication practices that are in play. As the developers of co-located collab-
orative information visualizations, our task is to facilitate information access and
exploration without interfering with the social protocols that make collaboration
effective. However, to do this we have to understand what these social collabo-
ration practices are and specifically if there are any differences when people are
collaborating using visual information. Some factors are:

Interactive Response Rates: Information visualization has always had a lot of
requirements in that it deals with extremely large and complex data sets and
in that it can have considerable graphics requirements for these complex rep-
resentations. Adding larger screens, more screens, higher pixel counts, multiple
simultaneous inputs, and possibly multiple representations will increase compu-
tational load adding more requirements to the challenge of maintaining good
interactive rates. Thus implementations of collaborative information visualiza-
tions will have to be carefully designed for efficiency. While continued hardware
advances will mitigate this to some extent, it will be important to address issues
in both efficient data processing and fast graphic rendering.

Interaction History: A history task has been defined as a task that involves
keeping a history of actions to support undo, replay, and progressive refinement
[85]. In a collaborative scenario keeping such a history can have other benefits.
If a visualization tracks and reveals which data items have been visited and by
whom this information could be valuable for collaborators helping them under-
stand their team members’ actions, find unexplored parts of a visualization or to
confirm discoveries made by others. A visualized interaction history may support
collaboration by promoting mutual understanding of team members involvement
in the task [24] and may help keep group members aware of each others actions
as people shift from individual to shared views of the data [39]. An exploration
history can be useful in such activities as validating work done, in explaining a
discovery process to other team members, and in supporting discussions about
data explorations.

Information Access: Exactly how to handle information access is an important
collaboration issue. The main themes in the research discussion thus far have
been motivated by social protocol issues and data centric concerns. While these
have not been seen as mutually exclusive they are quite distinct ideas. The so-
cial protocol theme has made considerable use of observational studies to better
understand exactly what are the social protocols and how do they impact col-
laboration. These understandings are then used as a basis for software design.
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The data centric approach discusses factors such as who has (or does not have)
rights to which parts of the data?, who can change the scale, zoom, or rotation
settings for a shared view of the data? And how does a data item get passed
between team members (hand-off). Restriction has been suggested as a means to
stop certain members from making unsuspected global changes to the data that
might change other members’ view of the same data [75]. Similar issues pertain-
ing to workspace awareness (individual vs. shared views), artefact manipulation
(who can make which changes), and view representation have been raised [39].
Is a single shared representation adequate? Should a system allow for multiple
representations? Should the exploration on multiple representations of the same
dataset be linked or be completely independent?

Fluid Interaction: The fluidity of interactions in a shared workspace influences
how much collaborators can focus on their task rather than on the manipulation
of interface items [82]. This implies that in a collaborative information analysis
scenario, parameter changes to the presentation or representation of a dataset
should require manipulation of as few interface widgets (menus, slider, etc.) as
possible and little or no changes of input modalities (mouse, keyboard, pen,
etc.). A study on collaborative information visualization systems has similarly
reported that groups worked more effectively with a system in which the required
interactions were easier to understand [61]. This poses a challenge to information
visualization tool designers as typically a high number of parameters are required
in visualization systems to adapt to the variability in dataset complexity, size,
and user tasks.

4 Collaborative Visualization on the Web

Visual analysis is rarely a solitary activity. A business analyst may notice an
unexpected trend in a chart of sales figures – but then she’s likely to confer with
a colleague, who may share the chart with a manager, who later might present
it to executives. Such scenarios of collaboration and presentation across both
time and space are common in business and scientific visualization. Just as a
good visualization takes advantage of the power of the human visual system,
it can also exploit our natural social abilities. Accordingly, designers of visu-
alization systems should consider not only the space of visual encodings, but
mechanisms for sharing and collaboration. At minimum, systems should enable
people to communicate about what they see so they can point out discoveries,
share knowledge, and discuss hypotheses.

The social aspects of visualization have taken on new importance with the
rise of the Web. While collaboration in small groups remains ubiquitous, it is
now also possible for thousands of people to analyze and discuss visualizations
together. These scenarios are driven by the fact that users can interact remotely
from anywhere on the globe and access the system at different times. Parti-
tioning work across time and space holds the potential for greater scalability
of group-oriented analysis. For example, one decision making study found that
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asynchronous collaboration resulted in higher-quality outcomes – broader dis-
cussions, more complete reports, and longer solutions – than face-to-face collab-
oration [6].

Web-based collaboration around visualizations introduces new challenges for
research, as most work on collaborative visualization has been done in the context
of synchronous scenarios: users interacting at the same time to analyze scientific
results or discuss the state of a battlefield. As described in the previous section,
co-located collaboration usually involves shared displays, including large wall-
sized screens and table-top devices (e. g., [28,31]). Systems supporting remote
collaboration have primarily focused on synchronous interaction [3,14]), such
as shared virtual workspaces (e. g., [1,24]) and augmented reality systems that
enable multiple users to interact concurrently with visualized data (e. g., [25,9]).
In addition, the increasing availability of table-top and large public displays has
prompted researchers to experiment with asynchronous, co-located visualization
(same place, different time), often in the form of ambient information displays
(e. g., [21]).

In this section, we instead focus on the kind of collaboration that is most
common over the Web: remote collaboration across time and space. Our goal
is to summarize the work done to date and indicate promising research direc-
tions. We first review recent web-based systems supporting social data analysis
around visualizations, highlighting the collaborative features provided by these
systems and how they have been used in practice. We then discuss a number of
outstanding challenges for asynchronous collaborative visualization and identify
avenues for future research.

4.1 Web-Based Collaborative Visualization Systems

Though web-based collaboration around visualizations is still in its infancy, a
handful of commercial and research systems in this area have recently been
introduced. Here we discuss contemporary visualization systems that support
asynchronous collaborative analysis (shown in Fig. 2), documenting the collab-
orative features supported by these tools and initial reports of their usage.

DecisionSite Posters: Adding Collaboration to a Single-User Tool: De-
cisionSite Posters is a feature of the Spotfire product sold by TIBCO, Inc.
Users of Spotfire’s desktop-based visualization system can capture snapshots
of their analyses and publish them on an intranet as “posters.” View sharing
is supported, as each poster has a unique URL than can be easily distributed.
Each poster also sup-ports unthreaded text comments on a side panel. However,
posters do not allow annotations, limiting the ability of collaborators to point
at specific trends or outliers.

As described in [96], the communication capabilities in DecisionSite Posters
have been used in an unexpected way. Instead of engaging in complex conversa-
tions by using the comment panel, as envisioned by the system’s designers, users
have largely used the tool for presenting their findings to colleagues. The ability
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Fig. 2. Asynchronous Collaborative Visualization Systems. Clockwise from top-left:
Spotfire DecisionSite Posters, Wikimapia, Swivel, sense.us, and Many Eyes.

to create comments with pointers into the visualization provides an easy way to
choreograph a step-by-step presentation.

Swivel: Sharing Data on the Web: Swivel.com is a web site that supports
sharing and discussion around data. The service appears to be modeled on sites
such as YouTube that support sharing of other media. In keeping with this
model, Swivel allows users to upload data sets and talk about them in attached
discussion forums. In addition, the site automatically generates graphs by com-
bining columns from uploaded data sets into bar charts, pie charts, and scatter
plots. Pointing behavior on the site appears limited.

Although the graphs on Swivel are not interactive, the site provides an exam-
ple of social data analysis in action, in particular the importance of collaborative
publishing and sharing of visualizations. While there do not seem to be many
extensive conversations in Swivel’s discussion area there has been significant use
of Swivel’s graphs among bloggers to discuss statistics. In other words, it appears
that the ability to publish graphs for use in other contexts is most valuable to
Swivel’s users.

Wikimapia: Collaborative Geographic Annotation: Wikimapia.org is a
web site enabling collective annotation of geographic satellite imagery, and is
representative of similar efforts such as Google Earth and mash-ups created with
web APIs to mapping services. The site provides a zoomable browser of satellite
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photos across the globe, along with the ability to select geographic regions for
annotation with names and additional data (Fig. 2). View sharing is supported
through automatically updating URLs. As the view is panned or zoomed, the
current URL updates dynamically to reflect the current zoom level and latitude
and longitude values. Pointing is supported through annotations. Users can draw
rectangular and polygonal annotations, which scale appropriately as the map is
zoomed. To avoid clutter, annotations are filtered as the view is zoomed; the
viewer does not see annotations that are too small to be legible or so large they
engulf the entire display, improving the scalability of the system.

Wikimapia supports conversation using an embedded discussion technique.
Each annotation is a link to editable text. Descriptive text about a geographic
region can then be edited by anyone, similar to articles on Wikipedia. Discussion
also occurs through voting. When annotations are new, users can vote on whether
they agree or disagree with the annotation. Annotations that are voted down
are removed from the system. For instance, the small town of Yelapa, Mexico
is located on an inlet in a bay near Puerto Vallarta. However, the bay has a
number of inlets very close together. As a result, multiple conflicting annotations
for Yelapa appeared. Through voting, the incorrect regions were discarded and
the correct annotation was preserved.

sense.us: Social Data Analysis of U.S. Census Data: Sense.us is a proto-
type web application for social visual data analysis [46]. The site provides inter-
active visualizations of 150 years of United States census data, including stacked
timelines, choropleth maps, and population pyramids. With a URL-based book-
marking mechanism, it supports collaboration through doubly-linked discussion,
graphical annotations, bookmark trails, and searchable comment listings.

Discussion occurs via a doubly-linked conversation model. Searchable com-
ment listings provide links back into the visualization, while navigating in a visu-
alization automatically causes related comments to be retrieved for the current
view. By tying commentary directly to specific view states, comments become
less ambiguous, enabling remarks such as “that spike” or “on the left” to be more
easily understood. Pointing occurs through freeform graphical annotations and
view sharing is facilitated by URLs that automatically update as users navigate
the visualizations. Sense.us also allows users to collect view links in a “bookmark
trail” of view thumbnails. Users can then drag-and-drop view thumbnails from
the trail into a comment text field, thereby adding a hyperlink to the saved view
within the comment. In this way, users can provide pointers to related views and
create tours through the data.

Studies of the sense.us system revealed interesting patterns of social data
analysis. Users would make observations about the data, often coupled with
questions and hypotheses about the data. These comments often attracted fur-
ther discussion. For example, within a visualization of the U.S. labor force over
time, a spike and then decline in the number of dentists prompted discussion
ranging from the fluoridation of water to stratification within the dentistry pro-
fession, with a rise in the number of hygienists corresponding to the decline of
dentists. There was also an interesting interaction between data analysis and
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social activity. Users who tired of exploring visualizations turned their focus to
the comment listings. Reading others’ comments sparked new questions that led
users back into the visualization, stimulating further analysis. The sense.us pro-
totype was initially available on a corporate intranet which provided employees
with blogs and a social bookmarking service. Users of sense.us found ways to
publish their findings, typically by taking screenshots and then placing them on
blogs or the bookmarking service with application bookmarks. These published
visualizations drew additional traffic to the site.

Many Eyes: Web-Based Visualization and Publishing: Many-Eyes.com
[97] is web-based service that combines public data sharing with interactive
visualizations. Like social data analysis sites such as Swivel, site members can
upload data sets and comment on them. Unlike Swivel, however, Many Eyes
offers a palette of interactive visualization techniques – ranging from bar charts
to treemaps to tag clouds – that visitors may apply to any data set. Users may
post comments on the visualizations, including bookmarks for particular states.

The pointing and discussion capabilities of Many Eyes are used in a variety
of ways. The site contains some lengthy conversations around visualizations,
although the great majority of visualizations have no comments. One class of
visualizations, however, did lead to lengthy onsite discussions: visualizations that
sidestepped sober analysis and were instead playful or comical. One person, for
example, initiated a game based on a visualization of Shakespearean poetry in
which he used the highlighting mechanisms to pick out alphabetically ordered
words to make pseudo-Elizabethan epithets. These games frequently attracted
many “players.”

The Many Eyes site also can be viewed as a publishing platform, since the
visualizations that users create are publicly visible and may be linked to from
other web pages. Many bloggers have taken advantage of this, and perhaps as
a result the deepest analyses of Many Eyes visualizations have occurred as part
of blog entries that reference the site. In one example, a blog at the Sunlight
Foundation (a political reform organization) published a Many Eyes tag cloud
to analyze messages between the U.S. Congress and the U.S. Department of
Defense. The blog entry framed the results as a funny-but-sad surprise: the
most common phrases had nothing to do with current pressing issues, but rather
requests for congressional travel. In another case, a user created a visualization
of the “social network” of the New Testament. Not only was this visualization
linked to from more than 100 blog entries, but another user went to the trouble
of recording a YouTube video of himself interacting with the visualization and
narrating what he learned. These phenomena again underscore the importance
of publishing mechanisms for collaborative visualization.

Summary: The previous examples of web-based collaborative visualization
present a number of common design decisions, but also some important dif-
ferences. All systems support view sharing through URL bookmarks and enable
discussion through text comments. Furthermore, usage examples from these sys-
tems suggest that users derive great value from being able to share and embed
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visualizations in external media such as blogs. One salient difference between
systems is the varied forms of pointing within visualizations: selecting individ-
ual items in Many-Eyes, creating polygonal geographic regions in Wikimapia,
and drawing freeform graphics in sense.us. Another difference is the way com-
mentary is attached to visualization views. Spotfire Decision Site Posters, Swivel,
and Many Eyes all support blog-style unthreaded comments for individual visu-
alizations. In contrast, Wikimapia supports commentary attached to geographic
annotations, while sense.us provides threaded comments tied to specific states
of the visualization and retrieved dynamically during exploration.

4.2 Research Issues in Web-Based Collaborative Visualization

As described in the previous section, developers of collaborative visualization
systems face design decisions of how to support discussion, annotation, and in-
tegration with external services. Future research in asynchronous collaborative
visualization needs to provide guidance through this design space, as well as
develop novel techniques for better facilitating collaborative analysis. In this
section, we identify five areas in which we expect additional research to make
important contributions to improving the state-of-the-art: the structure and in-
tegration of collaborative contributions; engagement and incentives; coordina-
tion and awareness; pointing and reference; and presentation, dissemination,
and story-telling.

Structuring and Integrating Contributions: A fundamental aspect of suc-
cessful collaboration is an effective division of labor among participants. This
involves both the segmentation of effort into proper units of work and the al-
location of individuals to tasks in a manner that best matches their skills and
disposition. Primary concerns are how to split work among multiple participants
and meaningfully aggregate the results.

Drawing on examples such as online discussions, open source software, and
Wikipedia, Benkler [7] introduces the concepts of modularity, granularity, and
cost of integration in the peer production of information goods. Modularity refers
to how work is segmented into individual units of contribution, while granularity
refers to the scope of these units and how much effort they require. For exam-
ple, in online scenarios where incentives tend to be small and non-monetary, a
small granularity may encourage people to participate in part due to the ease
of contributing. The cost of integration refers to the effort required to usefully
synthesize contributions into a greater whole. Collaborative work will only be
effective if the cost of integration is low enough to warrant the overhead of mod-
ularization while enforcing adequate quality control. There are a number of mu-
tually inclusive approaches to handling integration: automation (automatically
integrating work through technological means), peer production (casting inte-
gration as an additional collaborative task given to trusted participants), social
norms (using social pressures to reduce vandalistic behavior), and hierarchical
control (exercising explicit moderation).
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Collaborative visualization can similarly be viewed as a process of peer pro-
duction of information goods. Stages in this process include uploading data sets,
creating visualizations, and conducting analysis. To support this process, it is
important to identify the specific forms of contribution (modules) that users
might make and how to integrate these contributions. Existing frameworks for
aiding this task include structural models of visualization design and sensemak-
ing processes [17]. As shown in Fig. 3, each of these models suggests tasks that
contribute to collaborative analysis, including data cleaning, moderation, visual-
ization specification, sharing observations, positing hypotheses, and marshaling
evidence. These concerns are given further treatment in [43].

Once modules have been identified, one can then attempt designs which re-
duce the cost structure of these tasks. Consider the issue of scale. Most of the
examples in the previous section use sequential text comments to conduct ana-
lytic discussion. However, it is unclear how well this form of communication will
scale to massive audiences. An open research problem is the creation of new forms
of managed conversation that have a lower cost of integration, enabling people to
understand and contribute to analysis without having to wade through hundreds
of individual comments. For example, Wikipedia relies on human editing coupled
with a revision management system to integrate and moderate contributions. Al-
ternatively, systems with highly structured input such as NASA ClickWorkers
[7] or von Ahn’s (2006) “games with a purpose” [98] rely on purely automated
techniques. Some middle ground between these approaches should be possible
for collaborative analysis, such as argumentation systems that model hypothe-
ses and evidence as first class objects. One example of such a system is CACHE
[11], which maintains a matrix of hypotheses and evidence, with collaborators
providing numerical measures of the reliability of evidence and the degree to
which evidence confirms or disconfirms the hypotheses. These scores can then
be averaged to form a group assessment. Other possibilities include augment-
ing graphical workspaces such as the Analysis Sandbox [107] with collaborative
authoring features or automatic merging of representations (c.f., [13]).

Engagement and Incentives: If collaborators are professionals working
within a particular context (e. g., financial analysts or research scientists) there
may be existing incentives, both financial and professional, for conducting col-
laborative work. In a public goods scenario, incentives such as social visibility or
sense of contribution may be motivating factors. Incorporating incentives into
the design process of collaborative visualization systems may increase the level
of user contributions, and could even provide additional motivation in situations
that already have well established incentive systems.

Benkler posits an incentive structure for collaborative work consisting of mon-
etary, hedonic, and social-psychological incentives [7]. Monetary incentives refer
to material compensation such as a salary or cash reward. Hedonic incentives
refer to well-being or engagement experienced intrinsically in the work. Social-
psychological incentives involve perceived benefits such as increased status or
social capital.
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(a) Collaborative activity might be introduced at any
phase of the information visualization pipeline.

(b) The sensemaking model in
[17] can be applied to identify
potential mechanisms for col-
laborative analysis (e. g., [43])

Fig. 3. Models of the Visualization Process.

Observations of social use of visualization have noted that visualization users
are attracted to data which they find personally relevant [45,96,100]. For ex-
ample, in collaborative visual analysis of the occupations of American workers
[46]), users often search for their own profession and those of their friends and
family, similar to how people search for names in the popular NameVoyager vi-
sualization [100]. The hypothesis is that by selecting data sets or designing their
presentation such that the data is seen as personally relevant, usage rates will
rise due to increased hedonic incentive. For example, geographic visualizations
may facilitate navigation to personally relevant locations through typing in zip
codes or city names, while a visualization of the United States’ budget might
communicate how a specific user’s taxes were allocated rather than only listing
total dollar amounts.

In the case of social-psychological incentives, the visibility of contributions
can be manipulated for social effects. Ling et al [56] found that users contributed
more if reminded of the uniqueness of their contribution or if given specific chal-
lenges, but not under other theoretically-motivated conditions. Cheshire [22] de-
scribes a controlled experiment finding that, even in small doses, positive social
feedback on a contribution greatly increases contributions. He also found that
visibility of high levels of cooperative behavior across the community increases
contributions in the short term, but has only moderate impact in the long term.
These studies suggest that social-psychological incentives can improve contribu-
tion rates, but that the forms of social visibility applied have varying returns.
One such incentive for visual analysis is to prominently display new discover-
ies or successful responses to open questions. Mechanisms for positive feedback,
such as voting for interesting comments, might also foster more contributions.

Finally, it is worth considering game play as an additional framework for
increasing incentives. In contrast to environments such as spreadsheets, many
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visualizations already enjoy game-like properties, being highly visual, highly in-
teractive, and often animated. Heer [42] discusses various examples in which
playful activity contributes to analysis, applying insights from an existing the-
ory of playful behavior [16] that analyzes the competitive, visceral, and teamwork
building aspects of play. For example, scoring mechanisms could be applied to
create competitive social-psychological incentives. Game design might also be
used to allocate attention, for example, by creating a team-oriented “scavenger
hunt” analysis game focused on a particular subject matter. Salen and Zim-
merman [78] provide a thorough resource for the further study of game design
concepts.

Coordination and Awareness: An important aspect of collaborative action
is awareness of others’ activities, allowing collaborators to gauge what work has
been done and where to allocate effort next [29,19]. Within asynchronous con-
texts, participants require awareness of the timing and content of past actions.
This suggests that designs should include both history and notification mecha-
nisms (e. g. [15]) for following actions performed on a given artifact or by specific
individuals or groups. Browseable histories of past action are one viable mech-
anism, as are subscription and notification technologies such as RSS (Really
Simple Syndication).

User activity can also be aggregated and abstracted to provide additional
forms of awareness. Social navigation [30] involves the use of activity traces to
provide additional navigation options, allowing users to purposefully navigate
to past states of high interest or explore less-visited regions (the “anti-social
navigation” of Wattenberg & Kriss [100]). For example, navigation cues may be
added to links to views with low visitation rates or to action items such as unan-
swered questions and unassessed hypotheses. One recent study [106] provides
evidence that social navigation cues can simultaneously promote revisitation of
popular or controversial views while also leading to a higher rate of unique dis-
coveries. Future research is needed to further develop and evaluate other forms
of awareness cues for supporting collaborative analysis.

Pointing and Reference: When collaborating around visual media, it is com-
mon for one to refer to visible objects, groups, or regions [26,12]. Such references
may be general (“north by northwest”), definite (named entities), detailed (de-
scribed by attributes, such as the “blue ball”), or deictic (pointing to an object
and saying “that one”). Hill and Hollan [47] discuss the various roles that deictic
pointing gestures can play, often communicating intents more complicated than
simply “look here”. For example, different hand gestures can communicate angle
(oriented flat hand), intervals (thumb and index finger in “C” shape), groupings
(lasso’ing a region), and forces (accelerating fist). While other forms of reference
are often most easily achieved through speech or written text, deictic reference
in particular offers important interface design challenges for collaborative visu-
alization. Nuanced pointing behaviors can improve collaboration by making it
easier to establish the object of conversation. Hill and Hollan argue for “gener-
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ally applicable techniques that realize complex pointing intentions” by engaging
“pre-attentive vision in the service of cognitive tasks.”

A standard way to point in a visualization is brushing: selecting and high-
lighting a subset of the data. Naturally, these selections should be sharable as
part of the state of the visualization. In addition, a palette of visual effects richer
than simple highlighting can let users communicate different intents. For exam-
ple, following time-varying values of selected items in a scatter plot is easier
when the selected items leave trails as they move over time. The selected items
and their trails are even more salient if non-selected items are simultaneously
de-emphasized. Brushing-based forms of pointing have the advantage that the
pointing action is tied directly to the data, allowing the same pointing gesture
to be reapplied in different views of the same data. As “data-aware” annotations
are machine-readable, they can also be used to export subsets of data and help
steer automated data mining [108].

Freeform graphical annotations are a more expressive method of pointing in
visualizations. Drawing a circle around a cluster of items or pointing an arrow at
a peak in a graph can direct the attention of remote viewers; at the same time,
the angle of the arrow or shape of the hand-drawn circle may communicate emo-
tional cues or add emphasis. However, while such drawing and vector graphic
annotations allow a high degree of expression, they only apply to a single view
in the visualization, without any explicit tie to the underlying data. Freeform
annotations can persist over purely visual transformations such as panning and
zooming, but they are not data-aware and may become meaningless in the face
of data-oriented operations such as filtering or drill-down. A promising research
direction is hybrid approaches that combine aspects of both brushing and graph-
ical annotation. The resulting techniques could create graphical annotations that
are tied to data points so that they can be reapplied in other views of the data.

Presentation, Dissemination, and Story-Telling: Common forms of infor-
mation exchange in group sensemaking are reports and presentations. Narrative
presentation of an analysis “story” is a natural and often effective way to commu-
nicate findings, and has been observed as a primary use of Decision Site Posters.
Furthermore, usage of Swivel, sense.us, and Many Eyes leverages external me-
dia such as blogs and social bookmarking services as additional communication
channels in which to share and discuss findings from visualizations. The challenge
to collaborative visualization is to provide mechanisms to aid the creation and
distribution of presentations. For example, sense.us [46] allows users to construct
and share trails of related views to create tours spanning multiple visualizations
and the GeoTime Stories [32] system supports textual story-telling with hyper-
links to visualization states and annotations. However, neither system yet allows
these stories to be exported outside the respective applications. In future work,
such mechanisms could be improved with support to build presentations semi-
automatically using interaction histories, export such presentations into external
media, and apply previously discussed pointing techniques. A related issue is to
enable follow-up analysis and verification for parts of the analysis story, enabling
presentations to serve as a catalyst for additional investigation.
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4.3 Summary

In this section, we introduce an emerging use of interactive visualization: collab-
orative visual analysis across space and time. The Web has opened up new possi-
bilities for large-scale collaboration around visualizations and holds the potential
for improved analysis and dissemination of complex data sets. A new class of
systems explores these possibilities, enabling web-based data access, exploration,
view sharing, and discussion around both static and interactive visualizations.
Already, these systems exhibit the promise of web-based collaboration, provid-
ing examples of collective data analysis in which group members combine their
knowledge to make sense of observed data trends and disseminate their findings.

Still, many research questions remain on how to structure collaboration. For
example, how can we move beyond simple textual comments to better scale and
integrate diverse contributions? Interested readers may wish to consult [96,46,43]
for further discussions on this topic. As described in section 2, another open
question is how to design for particular audiences. Different scenarios – includ-
ing scientific collaboration, business intelligence, and public data consumption –
involve different skill sets, scales of collaboration, and standards of quality. Going
forward, case studies in these scenarios are crucial to better tailoring visualiza-
tion tools to such varied audiences. By enabling users to collectively explore
data, share views and findings, and debate competing hypotheses, the resulting
collaborative visual analysis systems hold the potential to improve the number
and quality of insights gained from our ever-increasing collections of data.

5 Conclusion

The adoption of visualization technologies by people from different walks of life
has important implications for visualization research and development. Visual-
ization construction tools are lowering barriers to entry, resulting in end-user
created visualizations of every kind of data set imaginable. Concurrently, new
technologies enabling collaborative use of visualizations in both physical and
online settings hold the potential to change the way we explore, analyze, and
communicate. In this paper, we have sought to identify these emerging trends
and provide preliminary design considerations for advancing the state-of-the-art
of visualization and visual analytic tools.

As a parting comment, we note that the release of visualization tools “into
the wild” will undoubtedly result in a plethora of unexpected developments.
Equipped with new creation and collaboration tools, users will almost certainly
re-appropriate these technologies for unexpected purposes. Already, use of sys-
tems like Many-Eyes has revealed new genres of data-oriented play and self-
expression that complement more traditional analytic activities.

As researchers, it is imperative that we interface with these developments
in a productive fashion. It is likely that visualization tools will not only be
used in unexpected ways, but in ways we actively dislike. As new audiences
are exposed to visualization technologies, “bad” or “chart junk” visualizations
will be generated. Furthermore, visualizations will be used to support actions
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or points of view we may find distasteful, and any communication medium that
is sufficiently powerful to inform may also be used to lie or misrepresent. We
as a community should not be so concerned with trying to control the medium
or prevent people from lying or creating bad visualizations. As audiences get
more comfortable communicating with visualizations, we optimistically expect
the quality of visualizations and nuance of interpretation to improve.

However, this proscription does not mean that researchers should idly sit on
their hands. Rather, there will be an expanded role for visualization experts to
play. Issues of data provenance, cleaning, and integrity will force the research
community to focus on the visualization pipeline in a more holistic manner.
Supporting data at varied levels of structure will become increasingly necessary.
New genres of visualization use may require new designs and new systems to
support emerging practices, and the design of visual exploration tools that both
empower and educate will take on new importance. Consequently, the entrance
of visualization technologies into the mainstream offers a new horizon of research
opportunities.
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Abstract. The goal of this paper is to help authors recognize and avoid
a set of pitfalls that recur in many rejected information visualization
papers, using a chronological model of the research process. Selecting a
target paper type in the initial stage can avert an inappropriate choice
of validation methods. Pitfalls involving the design of a visual encoding
may occur during the middle stages of a project. In a later stage when
the bulk of the research is finished and the paper writeup begins, the
possible pitfalls are strategic choices for the content and structure of the
paper as a whole, tactical problems localized to specific sections, and
unconvincing ways to present the results. Final-stage pitfalls of writing
style can be checked after a full paper draft exists, and the last set of
problems pertain to submission.

1 Introduction

Many rejected information visualization research papers have similar flaws. In
this paper, I categorize these common pitfalls in the context of stages of the
research process. My main goal is to help authors escape these pitfalls, espe-
cially graduate students or those new to the field of information visualization.
Reviewers might also find these pitfalls an interesting point of departure when
considering the merits of a paper.

This paper is structured around a chronological model of the information
visualization research process. I argue that a project should begin with a careful
consideration of the type of paper that is the desired outcome, in order to avoid
the pitfalls of unconvincing validation approaches. Research projects that involve
the design of a new visual encoding would benefit from checking for several
middle-stage pitfalls in unjustified or inappropriate encoding choices. Another
critical checkpoint is the late stage of the project, after the bulk of the work is
done, but before diving in to writing up results. At this point, you should consider
both strategic pitfalls about the high-level structure of the entire paper, tactical
pitfalls that affect one or a few sections, and possible pitfalls in the specifics of
your approach to the results section. At a final stage, when there is a complete
paper draft, you can check for lower-level pitfalls of writing style, and avoid
submission-time pitfalls.

A. Kerren et al. (Eds.): Information Visualization, LNCS 4950, pp. 134–153, 2008.
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I have chosen a breezy style, following in the footsteps of Levin and Re-
dell [22] and Shewchuk [34]. My intent is serious, but I have tried to invent
catchy – sometimes even snide – titles in hopes of making these pitfalls more
memorable. Guides to writing research papers have been written in several sub-
fields of computer science, including systems [22], software engineering [33], pro-
gramming languages [19], networking [28], and graphics [20]. Many of the pitfalls
in the middle and later project stages apply to research writing in general, not
just information visualization, and have been mentioned in one or many of these
previous papers.

My first pass at providing advice for authors and reviewers in the field of
information visualization, abbreviated as infovis, was the creation of the author
guide for the annual conference. When I was Posters Chair of InfoVis 2002, the
IEEE Symposium on Information Visualization, I read the roughly 300 reviews
of the 78 rejected papers in order to decide which to invite as poster submissions.
The experience convinced me that future paper authors would benefit from more
specific guidance. When I became Papers Chair in 2003, with co-chair Stephen
North, we completely rewrote the Call for Papers. We introduced five categories
of papers, with an explicit discussion of the expectations for each, in a guide for
authors that has been kept unchanged through the 2007 conference.

This second pass is motivated by the patterns of mistakes I saw in my two-
year term as InfoVis Papers Co-Chair where I read the over 700 reviews for all 189
submitted papers, and in personally writing nearly 100 reviews in the subsequent
three years. My discussion of paper types below expands considerably on the
previous author guide, and I provide concrete examples of strong papers for each
type. The advice I offer is neither complete nor objective; although I draw on
my experience as a papers chair, my conclusions may be idiosyncratic and reflect
my personal biases. I do not perform any quantitative analysis. Doing so in the
domain of infovis would, no doubt, be fruitful future work, given the interesting
results from software engineering [33] and human-computer interaction [17].

None of these pitfalls are aimed at any particular individual: I have seen
multiple instances of each one. Often a single major pitfall was enough to doom
a paper to rejection, although in some cases I have seen other strengths outweigh
a particular weakness. I hasten to point out that I, myself, have committed some
of the errors listed below, and despite my best efforts I may well fall prey to them
in the future.

2 Initial Stage: Paper Types

A good way to begin a research project is to consider where you want it to end.
That is, what kind of a paper do you intend to produce? That choice should
guide many of your downstream decisions, including the critical issue of how to
validate any claims you might make about your research contribution.

2.1 Validation Approaches
Many possible ways exist to validate the claim that an infovis paper has made
a contribution, including:
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– algorithm complexity analysis
– implementation performance (speed, memory)
– quantitative metrics
– qualitative discussion of result pictures
– user anecdotes (insights found)
– user community size (adoption)
– informal usability study
– laboratory user study
– field study with target user population
– design justification from task analysis
– visual encoding justification from theoretical principles

In any particular paper, the constraints of researcher time and page limits force
authors to select a subset of these approaches to validation. The taxonomy of
paper types below can provide you with considerable guidance in choosing ap-
propriate validation approaches, leading to a paper structure where your results
back up your claims. The five paper types guide the presentation of your research
by distinguishing between the following possibilities for your primary contribu-
tion: an algorithm, a design, a system, a user study, or a model.

2.2 Technique

Technique papers focus on novel algorithms and an implementation is expected.
The most straightforward case is where the research contribution is a new algo-
rithm that refines or improves a technique proposed in previous work. A typical
claim is that the new algorithm is faster, more scalable, or provides better visual
quality than the previously proposed one. The MillionVis system [5], hierarchical
parallel coordinates [6], and hierarchical edge bundling [15] are good exemplars
for this category.

Typical results to back up such a claim would be algorithm complexity anal-
ysis, quantitative timing measurements of the implementation, and a qualitative
discussion of images created by the new algorithm. Quantitative metrics of image
quality, for example edge crossings in graph layout, are also appropriate. You
need to compare these results side by side against those from competing algo-
rithms. You might collect this information through some combination of using
results from previous publications, running publicly available code, or imple-
menting them yourself. In this case, there is very little or no design justification
for whether the technique is actually suitable for the proposed problem domain
in the paper itself: there is an implicit assumption that the previous cited work
makes such arguments.

In retrospect, a better name for this category might be Algorithms. Many
authors who design new visual representations might think that a paper docu-
menting a new technique belongs in the Technique category. However, the ques-
tion to ask is whether your primary contribution is the algorithm itself, or the
design. If your algorithm is sophisticated enough that it requires several pages
of description for replicability, then you probably have a primary algorithmic
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contribution. If the algorithm itself is straightforward enough that only a brief
description is required, or if all of the techniques that you use have been ade-
quately described in previous work, then you would be better served by explicitly
writing a Design Study paper.

2.3 Design Study

Design Study papers make a case that a new visual representation is a suitable
solution for a particular domain problem. First, you should explain the target
problem. You must provide enough background that the reader can pass judge-
ment about whether your solution is good, but not so much detail that the focus
of the paper is on domain problems rather than infovis issues. Finding the right
balance is a difficult but crucial judgement call. Second, you should crisply state
the design requirements that you have determined through your task analysis.
Third, you should present your visual encoding and interaction mechanisms and
justify these design choices in terms of how well they fulfill the requirements.
Typical arguments would refer to perceptual principles and infovis theory. For
example, using spatial position to encode the most important variables and using
greyscale value rather than hue to encode an ordered variable are both very de-
fensible choices [24]. The best justifications explicitly discuss particular choices
in the context of several possible alternatives.

Fourth, you should present results that back up the claim that your approach
is better than others. Typical results include case studies or scenarios of use. De-
sign studies often document iterative design and the use of formative evaluation
for refinement. The research contribution of a design study is not typically a new
algorithm or technique, but rather a well-reasoned justification of how existing
techniques can be usefully combined. For most design studies, adoption by the
target users is valuable evidence that the system has met its goals, as are anec-
dotes of insights found with the new system that would be difficult to obtain
using previous methods.

I think this category name is still a good choice, despite the fact that great
design studies are all too rare. I argue that the field would be well served if more
authors explicitly cast their work in this category. Interesting examples that ap-
proach the design study from several angles are the cluster-calendar system [40],
ThemeRiver [11], Vizster [13], VistaChrom [21], and a hotel visitation pattern
analysis system [42].

2.4 Systems

Systems papers focus on the architectural choices made in the design of an in-
frastructure, framework, or toolkit. A systems paper typically does not introduce
new techniques or algorithms. A systems paper also does not introduce a new
design for an application that solves a specific problem; that would be a de-
sign study. The research contribution of a systems paper is the discussion of
architectural design choices and abstractions in a framework or library, not just
a single application. A good example is the prefuse systems paper [14], which
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has a discussion of the performance, flexibility, and extensibility implications of
the ItemRegistry, Action, and ActionList data structure choices. Another good
example is the systems paper on design choices made in Rivet [37] and other
systems with similar goals, such as the tradeoffs of data granularity for trans-
formations.

A systems paper can be considered as a specialized kind of design study:
one about the choices made when building a library as opposed to the choices
made when solving a visual encoding problem. Like the design study category,
key aspects of a systems paper are the lessons learned from building the system,
and observing its use. I urge authors and reviewers of systems papers to peruse
Levin and Redell’s classic on “How (and How Not) to Write a Good Systems
Paper” [22].

The category name might be a cause for confusion because the the term
system is often used interchangeably with application or implementation. The
original intent was to follow the distributed systems usage where there is a very
strong distinction between system-level and application-level work. Although a
name like Toolkit might avert that confusion, the term ’systems paper’ is such
a strong convention in computer science that I am reluctant to advocate this
change.

2.5 Evaluation

Evaluation papers focus on assessing how an infovis system or technique is used
by some target population. Evaluation papers typically do not introduce new
techniques or algorithms, and often use implementations described in previous
work. The most common approach in infovis thus far has been formal user stud-
ies conducted in laboratory setting, using carefully abstracted tasks that can be
quantitatively measured in terms of time and accuracy, and analyzed with sta-
tistical methods. A typical claim would be that the tested tasks are ecologically
valid; that is, they correspond to those actually undertaken by target users in
a target domain. A typical result would be a statistically significant main ef-
fect of an experimental factor, or interaction effect between factors. The work of
Yost and North on perceptual scalability is a good example of this subtype [44].
A different approach to studying user behavior is field studies, where a system
is deployed in a real-world setting with its target users. In these studies, the
number of participants is usually smaller, with no attempt to achieve statis-
tical significance, and the time span is usually weeks or months rather than
hours. However, the study design axes of field versus laboratory, short-term ver-
sus long-term, and size are all orthogonal. Both quantitative and qualitative
measurements may be collected. For example, usage patterns may be studied
through quantitative logging of mouse actions or eyegaze. The work of Hornbæk
and Hertzum on untangling fisheye menus is a good example of this subtype
[16]. Usage patterns can also be studied through qualitative observations during
the test itself or later via coding of videotaped sessions. Trafton et al.’s field
study of how meteorologists use visual representations is an excellent example
of the power of video coding [39].
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Plaisant’s discussion of the difficulties of evaluating infovis is thoughtful and
germane [29]. In retrospect, a better, albeit wordy, name for this category might
be Summative User Studies, since the goal is to examine the strengths of
a system or technique. Evaluation is far too broad a term – because all papers
should contain some sort of validation. Even User Studies would not be the best
choice, because formative studies are probably a better fit for the Design Study
category, where ethnographic methods are often appropriate in the task analysis
to determine design requirements or iteratively refine a design. However, these
lines are not necessarily crisp. For instance, the MILC approach advocated by
Shneiderman and Plaisant [35] could fit into either a Design Study framework, if
the emphasis is on the formative ethnographic analysis and iterative design, or
a Summative Evaluation framework, if the emphasis is on the longitudinal field
study.

2.6 Model

Model papers present formalisms and abstractions as opposed to the design
or evaluation of any particular technique or system. This category is for meta-
research papers, where the broad purpose is to help other researchers think about
their own work.

The most common subcategory is Taxonomy, where the goal is to propose
categories that help researchers better understand the structure of the space of
possibilities for some topic. Some boundaries will inevitably be fuzzy, but the
goal is to be as comprehensive and complete as possible. As opposed to a survey
paper, where the goal is simply to summarize the previous work, a taxonomy
paper proposes some new categorization or expands upon a previous one and
may presume the reader’s familiarity with the previous work. Good examples
are Card and Mackinlay’s taxonomy of visual encodings [3] and Amar et al.’s
task taxonomy [1].

A second subcategory is Formalism, for papers that present new models,
definitions, or terminology to describe techniques or phenomena. A key attribute
of these kinds of papers is reflective observation. The authors look at what is
going on in a field and provide a new way of thinking about it that is clear,
insightful, and summative. An influential example is the space-scale diagram
work of Furnas and Bederson [7], and an interesting recent example is the casual
infovis definition from Pousman et al. [31].

A third subcategory is Commentary, where the authors advocate a position
and argue to support it. Typical arguments would be “the field needs to do more
X”, “we should be pushing for more Y”, or “avoid doing Z because of these
drawbacks”. A good example is the fisheye followup from Furnas [8]. These kinds
of papers often cite many examples and may also introduce new terminology.

Model papers can provide both a valuable summary of a topic and a vocab-
ulary to more concisely discuss concepts in the area. They can be valuable for
both established researchers and newcomers to a field, and are often used as
assigned readings in courses. I think this category name is appropriate and do
not suggest changing it.
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2.7 Combinations

These categories are not hard and fast: some papers are a mixture. For example,
a design study where the primary contribution is the design might include a
secondary contribution of summative evaluation in the form of a lab or field
study. Similarly, a design study may have a secondary contribution in the form of
a novel algorithm. Conversely, a technique paper where the primary contribution
is a novel algorithm may also include a secondary design contribution in the form
of a task analysis or design requirements. However, beware the Neither Fish Nor
Fowl pitfall I discuss below.

2.8 Type Pitfalls

Carefully consider the primary contribution of your work to avoid the pitfalls
that arise from a mismatch between the strengths of your project and the paper
type you choose.

Design in Technique’s Clothing: Don’t validate a new design by providing
only performance measurements. Many rejected infovis papers are bad design
studies, where a new design is proposed but the design requirements are not
crisply stated and justification for design choices is not presented. Many of these
authors would be surprised to hear that they have written a design study, be-
cause they simply assume that the form of a technique paper is always the
correct choice. Technique papers are typically appropriate if you have a novel
algorithmic contribution, or you are the very first to propose a technique. If you
are combining techniques that have been previously proposed, then the design
study form is probably more appropriate.

Application Bingo versus Design Study: Don’t apply some random tech-
nique to a new problem without thoroughly thinking about what the problem
is, whether the technique is suitable, and to what extent it solves the prob-
lem. I define ’application bingo’ as the game where you pick a narrowly defined
problem domain, a random technique, and then write an application paper with
the claim of novelty for this particular domain-technique combination. Applica-
tion bingo is a bad game to play because an overwhelming number of the many
combinatorial possibilities lead to a bad design.

Although application bingo is admittedly a caricature, the important ques-
tion is how we can distinguish those who inadvertently play it from those who
genuinely solve a domain problem with an effective visualization. Some visualiza-
tion venues distinguish between research papers and what are called applications
or case studies. This paper category is often implicitly or explicitly considered
to be a way to gather data from a community outside of visualization itself.
Although that goal is laudable, the mechanism has dangers. A very common
pitfall is that application paper submissions simply describe an instantiation of
a previous technique in great detail. Many do not have an adequate descrip-
tion of the domain problem. Most do not have an adequate justification of why
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the technique is suitable for the problem. Most do not close the loop with a
validation that the proposed solution is effective for the target users.

In contrast, a strong design study would be rather difficult for an outsider
unfamiliar with the infovis literature to write. Two critical aspects require a
thorough understanding of the strengths and weaknesses of many visualization
techniques. First, although a guideline like “clearly state the problem” might
seem straightforward at first glance, the job of abstracting from a problem in
some target domain to design requirements that can be addressed through visu-
alization techniques requires knowing those techniques. Second, justifying why
the chosen techniques are more appropriate than other techniques again requires
knowledge of the array of possible techniques.

The flip side of this situation is that design studies where visualization re-
searchers do not have close contact with the target users are usually also weak. A
good methodology is collaboration between visualization researchers and target
users with driving problems [18](Chapter 3.4).

All That Coding Means I Deserve a Systems Paper: Many significant
coding efforts do not lead to a systems paper. Consider whether or not you have
specific architectural lessons to offer to the research community that you learned
as a result of building your library or toolkit.

Neither Fish nor Fowl: Papers that try to straddle multiple categories often
fail to succeed in any of them. Be ruthlessly clear about identifying your most
important contribution as primary, and explicitly categorize any other contribu-
tions as secondary. Then make structural and validation choices based on the
category of the single primary contribution.

3 Middle Pitfalls: Visual Encoding

If you have chosen the design route, then a major concern in the middle stages
of a project should be whether your visual encoding choices are appropriate and
justifiable.

Unjustified Visual Encoding: An infovis design study paper must carefully
justify why the visual encoding chosen is appropriate for the problem at hand.
In the case of technique papers, where the focus is on accelerating or improving a
previously proposed technique, the argument can be extremely terse and use a ci-
tation to a previous paper. But in the case of a design study, or a paper proposing
a completely new technique, your justification needs to be explicit and convincing.
One of the most central challenges in information visualization is designing the
visual encoding and interaction mechanisms to show and manipulate a dataset.

A straightforward visual encoding of the exact input data is often not suffi-
cient. In many successful infovis approaches, the input data undergoes significant
transformations into some derived model that is ultimately shown. Many weak
papers completely skip the step of task analysis. Without any discussion of the
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design requirements, it is very hard to convince a reader that your model will
solve the problem. In particular, you should consider how to make the case that
the structure you are visually showing actually benefits the target end user. For
example, many authors new to information visualization simply assert, without
justification, that showing the hyperlink structure of the web will benefit end
users who are searching for information. One of my own early papers fell prey
to this very pitfall [26]. However, after a more careful task analysis, I concluded
that most searchers do not need to build a mental model of the structure of the
search space, so showing them that structure adds cognitive load rather than
reduces it. In a later paper [25], I argued that a visual representation of that
hyperlink structure could indeed benefit a specific target community, that of
webmasters and content creators responsible for a particular site.

The foundation of information visualization is the characterization of how
known facts about human perception should guide visual encoding of abstract
datasets. The effectiveness of perceptual channels such as spatial position, color,
size, shape, and so on depends on whether the data to encode is categorical,
ordered, or quantitative [24]. Many individual perceptual channels are preatten-
tively processed in parallel, yet most combinations of these channels must be
serially searched [12]. Some perceptual channels are easily separable, but other
combinations are not [41, Chapter 5]. These principles, and many others, are
a critical part of infovis theory. The last three pitfalls in this section are a few
particularly egregious examples of ignoring this body of knowledge.

Hammer in Search of Nail: If you simply propose a nifty new technique with
no discussion of who might ever need it, it’s difficult to judge its worth. I am
not arguing that all new techniques need to be motivated by specific domain
problems: infovis research that begins from a technique-driven starting place
can be interesting and stimulating. Moreover, it may be necessary to build an
interactive prototype and use it for dataset exploration before it’s possible to
understand the capabilities of a proposed technique.

However, before you write up the paper about that hammer, I urge you to
construct an understanding what kind of nails it can handle. Characterize, at
least with some high-level arguments, the kinds of problems where your new
technique shines as opposed to those where it performs poorly.

2D Good, 3D Better: The use of 3D rather than 2D for the spatial layout of
an abstract dataset requires careful justification that the benefits outweigh the
costs [36]. The use of 3D is easy to justify when a meaningful 3D representation is
implicit in the dataset, as in airflow over an airplane wing in flow visualization or
skeletal structure in medical visualization. The benefit of providing the familiar
view is clear, because it matches the mental model of the user. However, when the
spatial layout is chosen rather than given, as in the abstract datasets addressed
through infovis, there is an explicit choice about which variables to map to
spatial position. It is unacceptable, but all too common with naive approaches
to infovis, to simply assert that using an extra dimension must be a good idea.

The most serious problem with a 3D layout is occlusion. The ability to in-
teractively change the point of view with navigational controls does not solve
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the problem. Because of the limitations of human memory, comparing something
visible with memories of what was seen before is more difficult than comparing
things simultaneously visible side by side [30]. A great deal of work has been de-
voted to the exploration of the power of multiple linked 2D views, often directly
showing derived variables [43] or using them for ordering [2,23]. In many cases,
these views are more effective than simply jumping to 3D [40]. Other difficulties
of 3D layouts are that users have difficulty in making precise length judgements
because of perspective foreshortening [38], and also that text is difficult to read
unless it is billboarded to a 2D plane [9].

Color Cacophony: An infovis paper loses credibility when you make design de-
cisions with blatant disregard for basic color perception facts. Examples include
having huge areas of highly saturated color, hoping that color coding will be
distinguishable in tiny regions, using more nominal categories than the roughly
one dozen that can be distinguishable with color coding, or using a sequential
scheme for diverging data. Using a red/green hue coding is justifiable only when
strong domain conventions exist, and should usually be redundantly coded with
luminance differences to be distinguishable to the 10% of men who are color-
blind. You should not attempt to visually encode three variables through the
three channels of red, green, and blue; they are not separable because they are
integrated by the visual system into a combined percept of color. These principles
have been clearly explained by many authors, including Ware [41, Chapter 4].

Rainbows Just like in the Sky: The unjustified use of a continuous rainbow
colormap is a color pitfall so common that I give it a separate title. The most
critical problem is that the standard rainbow colormap is perceptually nonlinear.
A fixed range of values that are indistinguishable in the green region would
clearly show change in other regions such as where orange changes to yellow
or cyan changes to blue. Moreover, hue does not have an implicit perceptual
ordering, in contrast to other visual attributes such as greyscale or saturation. If
the important aspect of the information to be encoded is low-frequency change,
then use a colormap that changes from just one hue to another, or has a single hue
that changes saturation. If you are showing high-frequency information, where
it is important to distinguish and discuss several nameable regions, then a good
strategy is to explicitly quantize your data into a segmented rainbow colormap.
These ideas are discussed articulately by Rogowitz and Treinish [32].

4 Late Pitfalls: Paper Strategy, Tactics, and Results

The time to consider the late pitfalls is after the bulk of the project work has
been done, but before starting to write your paper draft.

4.1 Strategy Pitfalls

Strategy pitfalls pertain to the content and structure of the entire paper, as
opposed to more localized tactics problems that only affect one or a few sections.
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What I Did over My Summer Vacation: Do not simply enumerate all
activities that required effort when writing a paper. Instead, make judgements
about what to discuss in a paper based on your research contributions. This
category evokes the grade-school essays many of us were asked to write each fall,
which were typically narrative and chronological. Often these Summer Vacation
papers contain too much low-level detail, in the extreme cases reading more
like a manual than a research paper. For instance, a feature that took weeks
or even months of implementation effort may only merit a few sentences, and
some features may not be sufficiently interesting to the research community to
mention at all. These papers are usually the result of authors who do not know
the literature well enough to understand what is and is not a contribution. The
solution is to plunge into a more extensive literature review.

Least Publishable Unit: Do not try to squeeze too many papers out of the
same project, where you parcel out some tiny increment of research contribution
beyond your own previous work. The determination of what is a paper-sized unit
of work is admittedly a very individual judgement call, and I will not attempt
to define the scope here. As a reviewer, I apply the “I know it when I see it”
standard.

Dense as Plutonium: Do not try to cram many papers’ worth of content
and contributions into one — the inverse pitfall to the one above. These papers
are difficult to read because the barrage of ideas is so dense. More importantly,
because you don’t have enough room to explain the full story of how you have
accomplished your work, these papers fail the reproducability test. If you are
leaving out so many critical details that the work cannot be replicated by a
sufficiently advanced graduate student, then split your writeup into multiple
papers.

Bad Slice and Dice: If you have done two papers’ worth of work and choose
to write two papers, you can still make the wrong choice about how to split up
the work between them. In this pitfall, neither paper is truly standalone, yet
both repeat too much content found in the other. Repartitioning can solve this
problem.

4.2 Tactical Pitfalls

The tactical pitfalls are localized to one or a few sections, as opposed to the
paper-level strategy problems above.

Stealth Contributions: Do not leave your contributions implicit or unsaid,
whether from intellectual sloth, misplaced modesty, or the hope that the reader
may invent a better answer than what you can provide. It is a central piece of
your job as an author to clearly and explicitly tell the reader the contributions
of your work.
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I highly recommend having a sentence near the end of the introduction that
starts, “The contribution of this work is”, and of using bulleted lists if there are
multiple contributions. More subtle ways of stating contributions, using verbs
like ’present’ and ’propose’, can make it more difficult for readers and reviewers
to ferret out which of your many sentences is that all-important contributions
statement. Also, do not assume that the reader can glean your overall contri-
butions from a close reading of the arguments in your previous work section.
While it is critical to have a clear previous work section that states how you ad-
dress the limitations of the previous work, as I discuss below, your paper should
clearly communicate your contributions even if the reader has skipped the entire
previous work section.

I find that articulating the contributions requires very careful consideration
and is one of the hardest parts of writing up a paper. They are often quite
different than the original goals of the project, and often can only be determined
in retrospect. What can we do that wasn’t possible before? How can we do
something better than before? What do we know that was unknown or unclear
before? The answers to these questions should guide all aspects of the paper,
from the high-level message to the choice of which details are worth discussing.
And yet, as an author I find that it’s hard to pin these down at the beginning of
the writing process. This reason is one of the many to start writing early enough
that there is time to refine through multiple drafts. After writing a complete
draft, then reading through it critically, I can better refine the contributions
spin in a next pass.

I Am So Unique: Do not ignore previous work when writing up your paper.
You have to convince the reader that you have done something new, and the
only way to do that is to explain how it is different than what has already been
done. All research takes place in some kind of intellectual context, and your job
as author is to situate what you have done within a framework of that context.
A good previous work section is a mini-taxonomy of its own, where you decide
on meaningful categorization given your specific topic.

Proposing new names for old techniques or ideas may sneak your work past
some reviewers, but will infuriate those who know of that previous work. This
tactic will also make you lose credibility with knowledgeable readers. If you
cannot find anything related to what you have done, it’s more likely that you’re
looking in the wrong subfield than that your work is a breakthrough of such
magnitude that there is no context. Remember to discuss not only work that
has been done on similar problems to your own, but also work that uses similar
solutions to yours that occurs in different problem domains. This advice is even
more critical if you were lax about doing a literature review before you started
your project. If you find work similar to your own, you have a fighting chance
of carefully differentiating yours in the writeup, but if a reviewer is the one to
bring it to your attention, the paper is most likely dead.

Enumeration without Justification: Simply citing the previous work is nec-
essary but not sufficient. A description that “X did Y”, even if it includes detail,
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is not enough. You must explain why this previous work does not itself solve your
problem, and what specific limitations of that previous work your approach does
address. Every paper you cite in the previous work section is a fundamental chal-
lenge to the very existence of your project. Your job is to convince a skeptical
reader that the world needs your new thing because it is somehow better than a
particular old thing. Moreover, it’s not even enough to just make the case that
yours is different – yours must be better. The claims you make must, of course,
be backed up by your validation in a subsequent results section.

A good way to approach the previous work section is that you want to tell
to a story to the reader. Figure out the messages you want to get across to the
reader, in what order, and then use the references to help you tell this story. It
is possible to group the previous work into categories, and to usefully discuss
the limitations of the entire category.

Sweeping Assertions: A research paper should not contain sweeping
unattributed assertions. You have three choices: cite your source; delete the
assertion from your paper; or explicitly tag the statement as your observation,
your conjecture, or an explanation of your results. In the last case, the assertion
is clearly marked as being part of your research contribution. Be careful with folk
wisdom that “everybody knows”. You could be mistaken, and tracking down the
original sources may change or refine your views. If you cannot find a suitable
source after extensive digging, you have stumbled upon a great topic for a future
paper! You may either validate and extend the conventional wisdom, or show
that it is incorrect.

I Am Utterly Perfect: No work is perfect. An explicit discussion of the limita-
tions of your work strengthens, rather than weakens, your paper. Papers without
a discussion of limitations, weaknesses, and implications feel unfinished or pre-
liminary. For instance, how large of a dataset can your system handle? Can you
categorize the kinds of datasets for which your technique is suitable and those
for which it is not?

4.3 Results Pitfalls

Several pitfalls on how to validate your claims can occur in the results section
of your paper.

Unfettered by Time: Do not omit time performance from your writeup, be-
cause it is almost always interesting and worth documenting. The level of detail
at which you should report this result depends on the paper type and the contri-
bution claims. For instance, a very high-level statement like “interactive response
for all datasets shown on a desktop PC” may suffice for an evaluation paper or
a design study paper. However, for a technique paper with a contribution claim
of better performance than previous techniques, detailed comparison timings in
tables or charts would be a better choice.
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Fear and Loathing of Complexity: Although most infovis papers do not
have detailed proofs of complexity, technique papers that focus on accelerating
performance should usually include some statement of algorithm complexity.

Straw Man Comparison: When comparing your technique to previous work,
compare against state-of-the-art approaches rather than outdated work. For ex-
ample, authors unaware of recent work in multilevel approaches to force-directed
graph drawing [10] sometimes compare against very naive implementations of
spring systems. At the lower level, if you compare benchmarks of your implemen-
tation to performance figures quoted from a previous publication and your hard-
ware configuration is more powerful, you should explicitly discuss the difference
in capabilities. Better yet, rerun the benchmarks for the competing algorithms
on the same machine you use to test your own.

Tiny Toy Datasets: Avoid using only tiny toy datasets in technique papers
that refine previously proposed visual encodings. While small synthetic bench-
marks can be useful for expository purposes, your validation should include
datasets of the same size used by state-of-the-art approaches. Similarly, you
should use datasets characteristic of those for your target application.

On the other hand, relatively small datasets may well be appropriate for a
user study, if they are carefully chosen in conjunction with some specific target
task and this choice is explained and justified.

But My Friends Liked It: Positive informal evaluation of a new infovis sys-
tem by a few of your infovis-expert labmates is not very compelling evidence
that a new technique is useful for novices or scientists in other domains. While
the guerilla/discount methodology is great for finding usability problems with
products [27], a stronger approach would be informal evaluation with more rep-
resentative subjects, or formal evaluation with rigorous methodology.

Unjustified Tasks: Beware of running a user study where the tasks are not
justified. A study is not very interesting if it shows a nice result for a task
that nobody will ever actually do, or a task much less common or important
than some other task. You need to convince the reader that your tasks are a
reasonable abstraction of the real-world tasks done by your target users. If you
are the designer of one of the systems studied, be particularly careful to make a
convincing case that you did not cherry-pick tasks with a bias to the strengths
of your own system.

5 Final Pitfalls: Style and Submission

After you have a full paper draft, you should check for the final-stage pitfalls.

5.1 Writing Style Pitfalls

Several lower-level pitfalls pertain to writing style.
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Deadly Detail Dump: When writing a paper, do not simply dump out all
the details and declare victory. The details are the how of what you did and do
belong at the heart of your paper. But you must first say what you did and why
you did it before the how. This advice holds at multiple levels. For the high-level
paper structure, start with motivation: why should I, the reader, care about
what you’ve done? Then provide an overview: a big-picture view of what you
did. The algorithmic details can then appear after the stage has been set. At the
section, subsection, and sometimes even paragraph level, stating the what before
the how will make your writing more clear.

Story-Free Captions: Avoid using a single brusque sentence fragment as your
caption text. Caption words are not a precious resource that you should hoard
and spend begrudgingly. Instead, design your paper so that as much of the paper
story as possible is understandable to somebody who flips through looking only
at the figures and captions. Many readers of visualization and graphics papers
do exactly this when skimming, so make your captions as standalone as possible.

My Picture Speaks for Itself: You should talk the reader through how your
visual representation exposes meaningful structure in the dataset, rather than
simply assuming the superiority of your method is obvious to all readers from
unassisted inspection of your result images. Technique and design study papers
usually include images in the results section showing the visual encodings cre-
ated by a technique or system on example datasets. The best way to carry out
this qualitative evaluation is to compare your method side-by-side with repre-
sentations created by competing methods on the same dataset.

Grammar Is Optional: Grammar is not optional; you should use correct
syntax and punctuation for a smooth low-level flow of words. If English is not
your first language, consider having a native speaker check the writing before
submitting a paper for review, and also before the final version of your paper
goes to press. I recommend Dupré’s book [4] as an excellent pitfall-oriented
technical writing guide for computer scientists.

Mistakes Were Made: Avoid the passive voice as much as possible. I call
out this particular grammar issue because it directly pertains to making your
research contribution clear. Is the thing under discussion part of your research
contribution, or something that was done or suggested by others? The problem
with the passive voice is its ambiguity: the reader does not have enough infor-
mation to determine who did something. This very ambiguity can be the lure
of the passive voice to a slothful or overly modest writer. I urge you to use the
active voice and make such distinctions explicitly.

Jargon Attack: Avoid jargon as much as possible, and if you must use it then
define it first. Definitions are critical both for unfamiliar terms or acronyms, as
well as for standard English words being used in a specific technical sense.
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Nonspecific Use of Large: Never just use the words ’large’ or ’huge’ to de-
scribe a dataset or the scalability of a technique without giving numbers to clarify
the order of magnitude under discussion: hundreds, tens of thousands, millions?
Every author has a different idea of what these words mean, ranging from 128
to billions, so be specific. Also, you should provide the size of all datasets used
in results figures, so that readers don’t have to count dots in an image to guess
the numbers.

5.2 Submission Pitfalls

Finally, I caution against pitfalls at the very end of the project, when submitting
your paper.

Slimy Simultaneous Submission: Simultaneous submission of the same work
at multiple venues who clearly request original work is highly unethical. More-
over, simultaneous submission is stupid, because it is often detected when the
same reviewer is independently selected by different conference chairs. The num-
ber of experts in any particular subfield can be quite a small set. The standard
penalty upon detection is instant dual rejection, and multi-conference blacklists
are beginning to be compiled. Finally, even if you do succeed in getting the same
work published twice, any gains you make by having a higher publication count
will be offset when you lose credibility within your field from those who actually
read the work and are annoyed to wade through multiple papers that say the
same thing.

Resubmit Unchanged: If your paper is rejected, don’t completely ignore the
reviews and resubmit to another venue without making any changes. As above,
there’s a reasonable chance that you’ll get the one of the same reviewers again.
That reviewer will be highly irritated.

6 Pitfalls By Generality

A cross-cutting way to categorize these pitfalls is by generality. Many hold true
for any scientific research paper, rather than being specific to visualization. Of
the latter, many hold true for both scientific visualization (scivis) and informa-
tion visualization (infovis). As many have lamented, the names of these subfields
are unfortunate and confusing for outsiders. The definition I use is that it’s in-
fovis when the spatial representation is chosen, and it’s scivis when the spatial
representation is given. Operationally, InfoVis split off as a sister conference from
IEEE Visualization (Vis) in 1995. At Vis, the focus is now on scivis.

The choice of paper types is specific to the InfoVis author guide, because
this categorization is not explicitly discussed in the Vis call for papers. The
first-stage type pitfalls are thus quite specific to infovis. The middle pitfalls on
visual encoding are specific to visualization. Color Cacophony and Rainbows
Just Like In The Sky certainly pertain to both infovis and scivis. Unjustified
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Visual Encoding, Hammer In Search Of Nail, and 2D Good, 3D Better focus
on issues that are more central for an infovis audience, but may well be of
benefit to scivis as well. All of the strategy pitfalls pertain to any research paper.
The result pitfalls hold for all visualization papers, and Straw Man Comparison
is general enough for all research papers. The tactical and final stage pitfalls
are very general, with two exceptions. Story-Free Captions is specific to both
visualization and computer graphics. My Picture Speaks For Itself is again most
tuned for infovis, but certainly may pique the interest of the scivis community.

Although I have framed my discussion in terms of the InfoVis author guide
paper categories, my comments also apply to infovis papers in other venues. I
argue that even if a call for papers does not explicitly state paper categories,
keeping this paper taxonomy in mind will help you write a stronger paper.

7 Conclusion

I have advocated an approach to conducting infovis research that begins with an
explicit consideration of paper types. I have exhorted authors to avoid pitfalls
at several stages of research process, including visual encoding during design,
a checkpoint before starting to write, and after a full paper draft exists. My
description and categorization of these pitfalls reflects my own experiences as
author, reviewer, and papers chair. I offer it in hopes of steering and stimulating
discussion in our field.
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1 Introduction and Motivation

We are living in a world which faces a rapidly increasing amount of data to be
dealt with on a daily basis. In the last decade, the steady improvement of data
storage devices and means to create and collect data along the way influenced our
way of dealing with information: Most of the time, data is stored without filtering
and refinement for later use. Virtually every branch of industry or business,
and any political or personal activity nowadays generate vast amounts of data.
Making matters worse, the possibilities to collect and store data increase at a
faster rate than our ability to use it for making decisions. However, in most
applications, raw data has no value in itself; instead we want to extract the
information contained in it.

The information overload problem refers to the danger of getting lost in
data which may be

– irrelevant to the current task at hand
– processed in an inappropriate way
– presented in an inappropriate way

A. Kerren et al. (Eds.): Information Visualization, LNCS 4950, pp. 154–175, 2008.
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Due to information overload, time and money are wasted, scientific and in-
dustrial opportunities are lost because we still lack the ability to deal with the
enormous data volumes properly. People in both their business and private lives,
decision-makers, analysts, engineers, emergency response teams alike, are often
confronted with massive amounts of disparate, conflicting and dynamic infor-
mation, which are available from multiple heterogeneous sources. We want to
simply and effectively exploit and use the hidden opportunities and knowledge
resting in unexplored data sources.

In many application areas success depends on the right information being
available at the right time. Nowadays, the acquisition of raw data is no longer
the driving problem: It is the ability to identify methods and models, which can
turn the data into reliable and provable knowledge. Any technology, that claims
to overcome the information overload problem, has to provide answers for the
following problems:

– Who or what defines the “relevance of information” for a given task?
– How can appropriate procedures in a complex decision making process be

identified?
– How can the resulting information be presented in a decision- or task-oriented

way?
– What kinds of interaction can facilitate problem solving and decision mak-

ing?

With every new “real-life” application, procedures are put to the test possibly
under circumstances completely different from the ones under which they have
been established. The awareness of the problem how to understand and analyse
our data has been greatly increased in the last decade. Even as we implement
more powerful tools for automated data analysis, we still face the problem of un-
derstanding and “analysing our analyses” in the future: Fully-automated search,
filter and analysis only work reliably for well-defined and well-understood prob-
lems. The path from data to decision is typically quite complex. Even as fully-
automated data processing methods represent the knowledge of their creators,
they lack the ability to communicate their knowledge. This ability is crucial: If
decisions that emerge from the results of these methods turn out to be wrong,
it is especially important to examine the procedures.

The overarching driving vision of visual analytics is to turn the information
overload into an opportunity: Just as information visualization has changed our
view on databases, the goal of Visual Analytics is to make our way of processing
data and information transparent for an analytic discourse. The visualization of
these processes will provide the means of communicating about them, instead
of being left with the results. Visual Analytics will foster the constructive eval-
uation, correction and rapid improvement of our processes and models and -
ultimately - the improvement of our knowledge and our decisions (see Figure 1).

On a grand scale, visual analytics solutions provide technology that combines
the strengths of human and electronic data processing. Visualization becomes
the medium of a semi-automated analytical process, where humans and machines
cooperate using their respective distinct capabilities for the most effective results.
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Fig. 1. Tight integration of visual and automatic data analysis methods with database

technology for a scalable interactive decision support.

The user has to be the ultimate authority in giving the direction of the analysis
along his or her specific task. At the same time, the system has to provide
effective means of interaction to concentrate on this specific task. On top of
that, in many applications different people work along the path from data to
decision. A visual representation will sketch this path and provide a reference
for their collaboration across different tasks and abstraction levels.

The diversity of these tasks can not be tackled with a single theory. Visual
analytics research is highly interdisciplinary and combines various related re-
search areas such as visualization, data mining, data management, data fusion,
statistics and cognition science (among others). Visualization has to continuously
challenge the perception by many of the applying sciences that visualization is
not a scientific discipline in its own right. Even if the awareness exists, that
scientific analysis and results must be visualized in one way or the other, this
often results in ad hoc solutions by application scientists, which rarely match
the state of the art in interactive visualization science, much less the full com-
plexity of the problems. In fact, all related research areas in the context of visual
analytics research conduct rigorous, serious science each in a vibrant research
community. To increase the awareness of their work and their implications for
visual analytics research clearly emerges as one main goal of the international
visual analytics community (see Figure 2).

Because visual analytics research can be regarded as an integrating discipline,
application specific research areas should contribute with their existing proce-
dures and models. Emerging from highly application-oriented research, dispersed
research communities worked on specific solutions using the repertoire and stan-
dards of their specific fields. The requirements of visual analytics introduce new
dependencies between these fields.
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Fig. 2. Visual analytics integrates scientific disciplines to improve the division of labor

between human and machine.

2 Definition of Visual Analytics

In “Illuminating the Path” [39], Thomas and Cook define visual analytics as the
science of analytical reasoning facilitated by interactive visual interfaces. In this
paper, however, we would like to give a more specific definition:

Visual analytics combines automated analysis techniques with interactive
visualizations for an effective understanding, reasoning and decision making on
the basis of very large and complex data sets.

The goal of visual analytics is the creation of tools and techniques to enable
people to:

– Synthesize information and derive insight from massive, dynamic, ambigu-
ous, and often conflicting data.

– Detect the expected and discover the unexpected.
– Provide timely, defensible, and understandable assessments.
– Communicate assessment effectively for action.

By integrating selected science and technology from the above discussed disci-
plines and as illustrated in Figure 2, there is the promising opportunity to form
the unique and productive field of visual analytics. Work in each of the partici-
pating areas focuses on different theoretical and practical aspects of users solving
real-world problems using Information Technology in an effective and efficient
way. These areas have in common similar scientific challenges and significant sci-
entific added-value from establishing close collaboration can be identified. Benefit
of collaboration between the fields is identified to be two-fold:

– Jointly tackling common problems will arrive at better results on the local
level of each discipline, in a more efficient way.

– Integrating appropriate results from each of the disciplines will lay the fun-
dament for significantly improved solutions in many important data analysis
applications.
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Visual Analytics versus Information Visualization

Many people are confused by the new term visual analytics and do not see a dif-
ference between the two areas. While there is certainly some overlay and some of
the information visualization work is certainly highly related to visual analytics,
traditional visualization work does not necessarily deal with an analysis tasks
nor does it always also use advanced data analysis algorithms.

Visual analytics is more than just visualization. It can rather be seen as an
integral approach to decision-making, combining visualization, human factors
and data analysis. The challenge is to identify the best automated algorithm for
the analysis task at hand, identify its limits which can not be further automated,
and then develop a tightly integrated solution with adequately integrates the best
automated analysis algorithms with appropriate visualization and interaction
techniques.

While some of such research has been done within the visualization commu-
nity in the past, the degree to which advanced knowledge discovery algorithms
have been employed is quite limited. The idea of visual analytics is to funda-
mentally change that. This will help to focus on the right part of the problem,
i.e. the parts that can not be solved automatically, and will provide solutions to
problems that we were not able to solve before.

One important remark should be made here. Most research efforts in Infor-
mation Visualization have concentrated on the process of producing views and
creating valuable interaction techniques for a given class of data (social network,
multi-dimensional data, etc.). However, much less has been suggested as to how
user interactions on the data can be turned into intelligence to tune underlying
analytical processes. A system might for instance observe that most of the user’s
attention concern only a subpart of an ontology (through queries or by repeated
direct manipulations of the same graphical elements, for instance). Why not then
use this knowledge about the user’s interest and update various parameters by
the system (trying to systematically place elements or components of interest in
center view, even taking this fact into account when driving a clustering algo-
rithm with a modularity quality criteria, for instance).

This is one place where Visual Analytics maybe differs most from Information
Visualization, giving higher priority to data analytics from the start and through
all iterations of the sense making loop. Creativity is then needed to understand
how perception issues can help bring more intelligence into the analytical process
by “learning” from users’ behavior and effective use of the visualization.

3 Areas Related to Visual Analytics

Visual analytics builds on a variety of related scientific fields. At its heart, Visual
Analytics integrates Information and Scientific Visualization with Data Manage-
ment and Data Analysis Technology, as well as Human Perception and Cognition
research. For effective research, Visual Analytics also requires an appropriate In-
frastructure in terms of software and data sets and related analytical problems
repositories, and to develop reliable Evaluation methodology (see Figure 3).
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Fig. 3. Visual Analytics integrates Scientific and Information Visualization with core

adjacent disciplines: Data management and analysis, spatio-temporal data, and human

perception and cognition. Successful Visual Analytics research also depends on the

availability of appropriate infrastructure and evaluation facilities.

An example for a common problem in several of the disciplines is that of scalabil-
ity with data size. The larger the data set to be handled gets, the more difficult
it gets to manage, analyze, and visualize these data effectively. Researching ap-
propriate forms to represent large data volumes by smaller volumes containing
the most relevant information benefits each of the data management, analy-
sis, and visualization fields. On top of these individual progresses, a synergetic
collaboration of all these fields may lead to significantly improved processing
results. Consider a very large data stream. Appropriate data management tech-
nology gives efficient access to the stream, which is intelligently processed and
abstracted by an automatic analysis algorithm which has an interface to the
data management layer. On top of the analysis output, an interactive visual-
ization which is optimized for efficient human perception of the relevant infor-
mation allows the analyst to consume the analysis results, and adapt relevant
parameters of the data aggregation an analysis engines as appropriate. The com-
bination of the individual data handling steps into a Visual Analytics pipeline
leads to improved results and makes data domains accessible which are not ef-
fectively accessible by any of the individual data handling disciplines. Similar
argumentations apply to other related fields and disciplines. In many fields, vi-
sualization is already used and developed independently as a means for analyzing
the problems at hand. However, a unified, interdisciplinary perspective on using
visualization for analytical problem-solving will show beneficial for all involved
disciplines. As common principles, best practices, and theories will be developed,
these will become usable in the individual disciplines and application domains,
providing economies of scale, avoiding replication of work or application of only
sub-optimal techniques.
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3.1 Visualization

Visualization has emerged as a new research discipline during the last two dec-
ades. It can be broadly classified into Scientific and Information Visualization.

In Scientific Visualization, the data entities to be visualized are typically 3D
geometries or can be understood as scalar, vectorial, or tensorial fields with ex-
plicit references to time and space. A survey of current visualization techniques
can be found in [22,35,23]. Often, 3D scalar fields are visualized by isosurfaces or
semi-transparent point clouds (direct volume rendering) [15]. To this end, meth-
ods based on optical emission- or absorption models are used which visualize the
volume by ray-tracing or projection. Also, in the recent years significant work
focused on the visualization of complex 3-dimensional flow data relevant e.g.,
in aerospace engineering [40]. While current research has focused mainly on effi-
ciency of the visualization techniques to enable interactive exploration, more and
more methods to automatically derive relevant visualization parameters come
into focus of research. Also, interaction techniques such as focus&context [28]
gain importance in scientific visualization.

Information Visualization during the last decade has developed methods
for the visualization of abstract data where no explicit spatial references are
given [38,8,24,41]. Typical examples include business data, demographics data,
network graphs and scientific data from e.g., molecular biology. The data con-
sidered often comprises hundreds of dimensions and does not have a natural
mapping to display space, and renders standard visualization techniques such as
(x, y) plots, line- and bar-charts ineffective. Therefore, novel visualization tech-
niques are being developed by employing e.g., Parallel Coordinates and their
numerous extensions [20], Treemaps [36], and Glyph [17]- and Pixel-based [25]
visual data representations. Data with inherent network structure may be visual-
ized using graph-based approaches. In many Visualization application areas, the
typically huge volumes of data require the appropriate usage of automatic data
analysis techniques such as clustering or classification as preprocessing prior to
visualization. Research in this direction is just emerging.

3.2 Data Management

An efficient management of data of various types and qualities is a key com-
ponent of Visual Analytics as this technology typically provides the input of
the data which are to be analyzed. Generally, a necessary precondition to per-
form any kind of data analysis is an integrated and consistent data basis [18,19].
Database research has until the last decade focused mainly on aspects of effi-
ciency and scalability of exact queries on homogeneous, structured data. With
the advent of the Internet and the easy access it provides to all kinds of hetero-
geneous data sources, the database research focus has shifted toward integration
of heterogeneous data. Finding integrated representation of different data types
such as numeric data, graphs, text, audio and video signals, semi-structured
data, semantic representations and so on is a key problem of modern database
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technology. But the availability of heterogeneous data not only requires the map-
ping of database schemata but includes also the cleaning and harmonization of
uncertainty and missing data in the volumes of heterogeneous data. Modern ap-
plications require such intelligent data fusion to be feasible in near real-time and
as automatically as possible [32]. New forms of information sources such as data
streams [11], sensor networks [30] or automatic extraction of information from
large document collections (e.g., text, HTML) result in a difficult data analysis
problem which to support is currently in the focus of database research [43].
The relationship between Data Management, Data Analysis and Visualization
is characterized such that Data Management techniques developed increasingly
rely on intelligent data analysis techniques, and also interaction and visualiza-
tion to arrive at optimal results. On the other hand, modern database systems
provide the input data sources which are to be visually analyzed.

3.3 Data Analysis

Data Analysis (also known as Data Mining or Knowledge Discovery) researches
methods to automatically extract valuable information from raw data by means
of automatic analysis algorithms [29,16,31]. Approaches developed in this area
can be best described by the addressed analysis tasks. A prominent such task
is supervised learning from examples: Based on a set of training samples, deter-
ministic or probabilistic algorithms are used to learn models for the classification
(or prediction) of previously unseen data samples [13]. A huge number of algo-
rithms have been developed to this end such as Decision Trees, Support Vector
Machines, Neuronal Networks, and so on. A second prominent analysis task is
that of cluster analysis [18,19], which aims to extract structure from data with-
out prior knowledge being available. Solutions in this class are employed to au-
tomatically group data instances into classes based on mutual similarity, and to
identify outliers in noisy data during data preprocessing for subsequent analysis
steps. Further data analysis tasks include tasks such as association rule mining
(analysis of co-occurrence of data items) and dimensionality reduction. While
data analysis initially was developed for structured data, recent research aims at
analyzing also semi-structured and complex data types such as web documents
or multimedia data [34].

It has recently been recognized that visualization and interaction are highly
beneficial in arriving at optimal analysis results [9]. In almost all data analysis
algorithms a variety of parameters needs to be specified, a problem which is
usually not trivial and often needs supervision by a human expert. Visualization
is also a suitable means for appropriately communicating the results of the au-
tomatic analysis, which often is given in abstract representation, e.g., a decision
tree. Visual Data Mining methods [24] try to achieve exactly this.

3.4 Perception and Cognition

Effective utilization of the powerful human perception system for visual analysis
tasks requires the careful design of appropriate human-computer interfaces. Psy-
chology, Sociology, Neurosciences and Design each contribute valuable results to
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the implementation of effective visual information systems. Research in this area
focuses on user-centered analysis and modeling (Requirement Engineering), the
development of principles, methods and tools for design of perception-driven,
multimodal interaction techniques for visualization and exploration of large in-
formation spaces, as well as usability evaluation of such systems [21,12]. On the
technical side, research in this area is influenced by two main factors: (1.) The
availability of improved display resources (hardware), and (2.) Development of
novel interaction algorithms incorporating machine recognition of the actual user
intent and appropriate adaptation of main display parameters such as the level
of detail, data selection and aggregation, etc. by which the data is presented[44].
Important problems addressed in this area include the research of perceptual,
cognitive and graphical principles which in combination lead to improved visual
communication of data and analysis results; The development of perception-
theory-based solutions for the graphical representation of static and dynamic
structures; And development of visual representation of information at several
levels of abstraction, and optimization of existing focus-and-context techniques.

3.5 Human-Computer Interaction

Human-computer interaction is the research area that studies the interaction
between people and computers. It involves the design, implementation and eval-
uation of interactive systems in the context of the user’s task and work [12].
Like visual analytics itself, human-computer interaction is a multi-disciplinary
research area that draws on many other disciplines: computer science, system
design, and behavioral science are some of them. The basic underlying research
goal is to improve the interaction between users and computers: how to make
computers more receptive to the users’ intentions and needs. Thus, the research
areas discussed in the previous section about perception and cognition are also
much related to human-computer interaction [21].

As pointed out in the introduction, visual analytics aims to combine and
integrate the strengths of computers and humans into an interactive process to
extract knowledge from data. To effectively switch back and forth between tasks
for the computer and tasks for the human it is crucial to develop an effective
user interface that minimizes the barrier between the human’s cognitive model
of what they want to accomplish and the computer’s understanding of the hu-
man’s task. The design of user interfaces focuses on human factors of interactive
software, methods to develop and assess interfaces, interaction styles, and design
considerations such as effective messages and appropriate color choice [37].

3.6 Infrastructure and Evaluation

The above described research disciplines require cross-discipline support regard-
ing the evaluation of the found solutions, and need certain infrastructure and
standardization grounding to build on effectively. In the field of information vi-
sualization, standardization and evaluation came into the focus of research only
recently. It has been realized that a general understanding of the taxonomies
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regarding the main data types and user tasks [2] to be supported are highly de-
sirable for shaping visual analytics research. A common understanding of data
and problem dimensions and structure, and acceptance of evaluation standards
will make research results better comparable, optimizing research productivity.
Also, there is an obvious need to build repositories of available analysis and vi-
sualization algorithms, which researchers can build upon in their work, without
having to re-implement already proven solutions.

How to assess the value of visualization is a topic of lively debate [42,33]. A
common ground that can be used to position and compare future developments
in the field of data analysis is needed. The current diversification and dispersion
of visual analytics research and development resulted from its focus onto specific
application areas. While this approach may suit the requirements of each of
these applications, a more rigorous and overall scientific perspective will lead to
a better understanding of the field and a more effective and efficient development
of innovative methods and techniques.

3.7 Sub-communities

Spatio-Temporal Data: While many different data types exist, one of the
most prominent and ubiquitous data types is data with references to time and
space. The importance of this data type has been recognized by a research
community which formed around spatio-temporal data management and anal-
ysis [14]. In geospatial data research, data with references in the real world
coming from e.g., geographic measurements, GPS position data, remote sensing
applications, and so on is considered. Finding spatial relationships and patterns
among this data is of special interest, requiring the development of appropriate
management, representation and analysis functions. E.g., developing efficient
data structures or defining distance and similarity functions is in the focus of re-
search. Visualization often plays a key role in the successful analysis of geospatial
data [6,26].

In temporal data, the data elements can be regarded as a function of time.
Important analysis tasks here include the identification of patterns (either lin-
ear or periodical), trends and correlations of the data elements over time, and
application-dependent analysis functions and similarity metrics have been pro-
posed in fields such as finance, science, engineering, etc. Again, visualization of
time-related data is important to arrive at good analysis results [1].

The analysis of data with references both in space and in time is a chal-
lenging research topic. Major research challenges include [4]: scale, as it is often
necessary to consider spatio-temporal data at different spatio-temporal scales;
the uncertainty of the data as data are often incomplete, interpolated, collected
at different times, or based upon different assumptions; complexity of geograph-
ical space and time, since in addition to metric properties of space and time
and topological/temporal relations between objects, it is necessary to take into
account the heterogeneity of the space and structure of time; and complexity of
spatial decision making processes, because a decision process may involve hetero-
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geneous actors with different roles, interests, levels of knowledge of the problem
domain and the territory.

Network and Graph Data: Graphs appear as flexible and powerful math-
ematical tools to model real-life situations. They naturally map to transporta-
tion networks, electric power grids, and they are also used as artifacts to study
complex data such as observed interactions between people, or induced interac-
tions between various biological entities. Graphs are successful at turning seman-
tic proximity into topological connectivity, making it possible to address issues
based on algorithmics and combinatorial analysis.

Graphs appear as essential modeling and analytical objects, and as effective
visual analytics paradigms. Major research challenges are to produce scalable
analytical methods to identify key components both structurally and visually.
Efforts are needed to design process capable of dealing with large datasets while
producing readable and usable graphical representations, allowing proper user
interaction. Special efforts are required to deal with dynamically changing net-
works, in order to assess of structural changes at various scales.

4 The Visual Analytics Process

A number of systems for information visualization, as well as specific visual-
ization techniques, motivate their design choice from Shneiderman’s celebrated
mantra “Overview first, Filter and zoom, Details on demand”. As is, the mantra
clearly emphasizes the role of visualization in the knowledge discovery process.
Recently, Keim adjusted the mantra to bring its focus toward Visual Analytics:
“Analyze first, Show the Important, Zoom, filter and analyze further, Details
on demand”. In other words, this mantra is calling for astute combinations of
analytical approaches together with advanced visualization techniques.

The computation of any visual representation and/or geometrical embedding
of large and complex datasets requires some analysis to start with. Many scalable
graph drawing algorithms try to take advantage of any knowledge on topology
to optimize the drawing in terms of readability. Other approaches offer repre-
sentations composed of visual abstractions of clusters to improve readability.
The challenge then is to try to come up with a representation that is as faithful
as possible to avoid introducing uncertainty. We must not fall into the näıve
assumption that visualization can offer a virgin view on the data: any represen-
tation will inevitably favor an interpretation over all possible ones. The solution
offered by Visual Analytics is then to let the user enter into a loop where data
can be interactively manipulated to help gain insight both on the data and the
representation itself.

The sense-making loop structures the whole knowledge discovery process
supported through Visual Analytics. A generic scenario can be given following a
schema developed by van Wijk [42], which furthermore admits to be evaluated
and measured in terms of efficiency or knowledge gained. A choice for an initial
representation and adequate interactions can be made after applying different
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statistical and mathematical techniques, such as spatio-temporal data analysis or
link mining depending on the nature of the dataset under study. The process then
enters a loop where the user can gain knowledge on the data, ideally driving the
system toward more focused and more adequate analytical techniques. Dually,
interacting on the visual representation, the user will gain a better understanding
of the visualization itself commanding for different views helping him or her to
go beyond the visual and ultimately confirm hypotheses built from previous
iterations (see Figure 4).

Fig. 4. The sense-making loop for Visual Analytics based on the simple model of

visualization by Wijk [42].

5 Application Challenges

Visual Analytics is a highly application oriented discipline driven by practical
requirements in important domains. Without attempting a complete survey over
all possible application areas, we sketch the potential applicability of Visual
Analytics technology in a few key domains.

In the Engineering domain, Visual Analytics can contribute to speed-up de-
velopment time for products, materials, tools and production methods by offering
more effective, intelligent access to the wealth of complex information resulting
from prototype development, experimental test series, customers’ feedback, and
many other performance metrics. One key goal of applied Visual Analytics in
the engineering domain will be the analysis of the complexity of the production
systems in correlation with the achieved output, for an efficient and effective
improvement of the production environments.

Financial Analysis is a prototypical promising application area for Visual
Analytics. Analysts in this domain are confronted with streams of heterogeneous
information from different sources available at high update rates, and of varying
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reliability. Arriving at a unifying, task-centered view on diverse streams of data
is a central goal in financial information systems. Integrated analysis and visu-
alization of heterogeneous data types such as news feeds, real-time trading data,
and fundamental economic indicators poses a challenge for developing advanced
analysis solutions in this area. Research based on results from Information Vi-
sualization is regarded as promising in this case.

Socio-economic considerations often form the basis of political decision
processes. A modern society can be regarded as a complex system of interre-
lationships between political decisions and economic, cultural and demographic
effects. Analysis and Visualization of these interrelationships is promising in de-
veloping a better understanding of these phenomena, and to arrive at better
decisions. Successful Visual Analytics applications in this domain could start
being developed based on currently existing Geo-Spatial analysis frameworks.

Public Safety & Security is another important application area where Vi-
sual Analytics may contribute with advanced solutions. Analysts need to con-
stantly monitor huge amounts of heterogeneous information streams, correlating
information of varying degrees of abstraction and reliability, assessing the cur-
rent level of public safety, triggering alert in case of alarming situations being
detected. Data integration and correlation combined with appropriate analysis
and interactive visualization is promising to develop more efficient tools for the
analysis in this area.

The study of Environment and Climate change often requires the ex-
amination of long term weather records and logs of various sensors, in a search
for patterns that can be related to observations such as changes in animal pop-
ulations, or in meteorological and climatic processes for instance. These require-
ments call for the development of systems allowing visual and graphical access
to historical monitoring data and predictions from various models in search for
or in order to validate patterns building over time.

These diverse fields of applications share many problems on an abstract level,
most of which are addressed by Visual Analytics. The actual (software) solution
must be adapted to the specific needs and terminologies of the application area
and consequently, many researchers currently focus on a specific customer seg-
ment. Much can be achieved, if the European research infrastructure in this field
becomes strong enough to encourage the exchange of ideas on a broad scale, to
foster development of solutions applicable to multiple domains, achieving syn-
ergy effects.

6 Technical Challenges

The primary goal of Visual Analytics is the analysis of vast amounts of data to
identify and visually distill the most valuable and relevant information content.
The visual representation should reveal structural patterns and relevant data
properties for easy perception by the analyst. A number of key requirements
need to be addressed by advanced Visual Analytics solutions. We next outline
important scientific challenges in this context.
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Scalability with Data Volumes and Data Dimensionality: Visual Ana-
lytics techniques need to be able to scale with the size and dimensionality of
the input data space. Techniques need to accommodate and graphically repre-
sent high-resolution input data as well as continuous input data streams of high
bandwidth. In many applications, data from multiple, heterogeneous sources
need to be integrated and processed jointly. In these cases, the methods need
to be able to scale with a range of different data types, data sources, and levels
of quality. The visual representation algorithms need to be efficient enough for
implementation in interactive systems.

Quality of Data and Graphical Representation: A central issue in Visual
Analytics is the avoidance of misinterpretations by the analyst. This may result
due to uncertainty and errors in the input data, or limitations of the chosen
analysis algorithm, and may produce misleading analysis results. To face this
problem, the notion of data quality, and the confidence of the analysis algorithm
needs to be appropriately represented in the Visual Analytics solutions. The user
needs to be aware of these data and analysis quality properties at any stage in
the data analysis process.

Visual Representation and Level of Detail: To accommodate vast streams
of data, appropriate solutions need to intelligently combine visualizations of
selected analysis details on the one hand, and a global overview on the other
hand. The relevant data patterns and relationships need to be visualized on
several levels of detail, and with appropriate levels of data and visual abstraction.

User Interfaces, and Interaction Styles and Metaphors: Visual Analytics
systems need to be easily used and interacted with by the analyst. The analyst
needs to be able to fully focus on the task at hand, not on overly technical or
complex user interfaces, which potentially distract. To this end, novel interaction
techniques need to be developed which fully support the seamless, intuitive visual
communication with the system. User feedback should be taken as intelligently
as possible, requiring as little manual user input as possible, which guarantees
the full support of the user in navigating and analyzing the data, memorizing
insights and making informed decisions.

Display Devices: In addition to high-resolution desktop displays, advanced
display devices such as large-scale power walls and small portable personal assis-
tant, graphically-enabled devices need to be supported. Visual Analytics systems
should adapt to the characteristics of the available output devices, supporting
the Visual Analytics workflow on all levels of operation.

Evaluation: Due to the complex and heterogeneous problem domains addressed
by Visual Analytics, so far it has been difficult to perform encompassing evalua-
tion work. A theoretically founded evaluation framework needs to be developed
which allows assessing the contribution of any Visual Analytics system toward
the level of effectiveness and efficiency achieved regarding their requirements.
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Infrastructure: Managing large amounts of data for visualization or analysis
requires special data structures and mechanisms, both in memory and disks.
Achieving interactivity means refreshing the display in 100ms at worst whereas
analyzing data with standard techniques such as clustering can take hours to
complete. Achieving the smooth interaction required by the analysts to perform
their tasks while providing high-quality analytical algorithms need the combi-
nation of asynchronous computation with hybrid analytical algorithms that can
trade time with quality. Moreover, to fully support the analytical process, the
history of the analysis should also be recorded and interactively edited and an-
notated. Altogether, these requirements call for a novel software infrastructure,
built upon well understood technologies such as databases, software components
and visualization but augmented with asynchronous processing, history manage-
ments and annotations.

7 Examples for Visual Analytics Applications

7.1 Visual Analytics Tools for Analysis of Movement Data

With widespread availability of low cost GPS devices, it is becoming possible to
record data about the movement of people and objects at a large scale. While
these data hide important knowledge for the optimization of location and mobil-
ity oriented infrastructures and services, by themselves they lack the necessary
semantic embedding which would make fully automatic algorithmic analysis pos-
sible. At the same time, making the semantic link is easy for humans who however
cannot deal well with massive amounts of data. In [5] we argue that by using
the right visual analytics tools for the analysis of massive collections of move-
ment data, it is possible to effectively support human analysts in understanding
movement behaviors and mobility patterns.

Figure 5 shows a subset of raw GPS measurements presented in so-called
space-time cube. The large amount of position records referring to the same
territory over a long time period makes it virtually impossible to do the analysis
by purely visual methods.

The paper [5] proposes a framework where interactive visual interfaces are
synergistically combined with database operations and computational process-
ing. The generic database techniques are used for basic data processing and ex-
traction of relevant objects and features. The computational techniques, which
are specially devised for movement data, aggregate and summarize these objects
and features and thereby enable the visualization of large amounts of informa-
tion. The visualization enables human cognition and reasoning, which, in turn,
direct and control the further analysis by means of the database, computational,
and visual techniques. Interactive visual interfaces embrace all the tools.

Thus, in order to detect and interpret significant places visited by the mov-
ing entities, the positions of stops are extracted from the data by means of
appropriate database queries. Then, clustering methods are applied to detect
frequently visited places. Interactive visual displays put the results in the spa-
tial and temporal contexts. The spatial positions of the stops can be observed on
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Fig. 5. A visual display of a large amount of position records is unreadable and not

suitable for analysis.

Fig. 6. Positions of stops have been extracted from the database. By means of cluster-

ing, frequently visited places have been detected.
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Fig. 7. The temporal histograms show the distribution of the stops in the frequently

visited places (Figure 6) with respect to the weekly (left) and daily (right) cycles.

a map (Figure 6) or 3D spatial view. Temporal histograms (Figure 7) are used
to explore the temporal distribution of the stops throughout the time period and
within various temporal cycles (daily, weekly, etc.). These complementary views
allow a human analyst to understand the meanings or roles of the frequently
visited places.

In order to detect and interpret typical routes of the movement between the
significant places, the analyst first applies a database query to extract sequences
of position records between the stops, from which trajectories (time-referenced
lines) are constructed. Then, clustering is applied with the use of specially de-
vised similarity measures. The results are computationally generalized and sum-
marized and displayed in the spatial context (Figure 8).

7.2 Multilevel Visualization of the Worldwide Air
Transportation Network

The air transportation network has now become more dense and more complex
at all geographical levels. Its dynamic no more rests on simple territorial logics.
The challenge is to gain insightful understandings on how the routes carrying the
densest traffic organize themselves and impact the organization of the network
into sub-communities at lower levels. At the same time, subnetworks grow on
their own logic, involving tourism, economy or territorial control, and influence
or fight against each other. Because of the network size and complexity, its study
can no more rely on traditional world map and requires novel visualization. A
careful analysis of the network structural properties, requiring recent results on
small world phenomenon, reveals its multilevel community structure.

The original network is organized into a top level network of communi-
ties (Figure 9(a)). Each component can then be further decomposed into sub-
communities. Capitals such as New York, Chicago, Paris or London (Figure 9(b))
clearly attract most of the international traffic and impose routes to fly the world
around because of airline partnerships (economical logic). Asia (Figure 9(c))
clearly stands apart from these core hubs because of strong territorial ties en-
dorsed by national Asian airline companies (territorial logic). Visualization of
social networks such as the worldwide air transportation is challenged by the
necessity to scale with the growing size of network data while being able to offer
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Fig. 8. A result of clustering and summarization of movement data: the routes between

the significant places.

readable visual representations and fluid interaction. Visualization today brings
the field of social sciences close to the study of complex systems and promises
to deliver new knowledge across these disciplines [7,3,10].

8 Conclusions

The problems addressed by Visual Analytics are generic. Virtually all sciences
and many industries rely on the ability to identify methods and models, which
can turn data into reliable and provable knowledge. Ever since the dawn of mod-
ern science, researchers needed to find methodologies to create new hypotheses,
to compare them with alternative hypotheses, and to validate their results. In
a collaborative environment this process includes a large number of specialized
people each having a different educational background. The ability to commu-
nicate results to peers will become crucial for scientific discourse.

Currently, no technological approach can claim to give answers to all three
key questions that have been outlined in the first section, regarding the

– relevance of a specific information
– adequacy of data processing methods and validity of results
– acceptability of the presentation of results for a given task
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(a) World air transportation network.

(b) USA and world hubs. (c) Asia.

Fig. 9. Multilevel Visualization of the Worldwide Air Transportation Network
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Visual Analytics research does not focus on specific methods to address these
questions in a single “best-practice”. Each specific domain contributes a reper-
toire of approaches to initiate an interdisciplinary creation of solutions.

Visual Analytics literally maps the connection between different alternative
solutions, leaving the opportunity for the human user to view these options in
the context of the complete knowledge generation process and to discuss these
options with peers on common ground.
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